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Abstract

Model-based approaches to inference are common in the presence of complex survey data. Although
statistical modeling is an often necessary approach for analyzing data, there is no firm consensus as
to how these analyses should handle sampling weights. Using a case study of international health
surveillance surveys, this paper examines the roles of weights in the generalized linear models (GLMs)
and generalized linear mixed-effect models (GLMMs). We considered two different ways of includ-
ing weights with model estimates: using weighted likelihood functions for model fitting and weighted
average values of individual predictions. We compared GLM and GLMM estimates as well as un-
weighted and weighted variants of these models. We found that including weights in the model fitting
processes does not substantially change the model parameter estimates and predictions. The dif-
ference between weighted and unweighted descriptive statistics is more pronounced than that of the
model parameter estimates. We recommend comparing the weighted and unweighted descriptive
summaries as a standard analysis routine in practice.
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1 Introduction

Most researchers in the social sciences and public health use sample survey data for finite popu-
lation inference and account for complex sample design features if they are related to the survey
outcome (Si, Lee, and Heeringa, 2024). When the sampling design features are informative, e.g.,
the selection leads to the sample distribution of the quantity of interest deviating from the underlying
population distribution, appropriate analysis methods are necessary to adjust for the sample discrep-
ancy. Despite this general recommendation, there have been historical debates on whether survey
weights are necessary when fitting statistical models. Survey weights often require special treatments
to meet researchers’ analytic goals and are sometimes considered to be a nuisance when they only
inflate the variance of an estimate without changing the point estimate itself. In addition to model
specification, the various ways handling weights can also be due to factors such as researchers’
familiarity with using survey weights, the quality of documentation on how weights are constructed,
and the availability of auxiliary information about the population. Using a case study of international
health surveillance surveys, this paper examines the roles of weights in the generalized linear models
(GLMs) and generalized linear mixed-effect models (GLMMs).

Motivated by the need of meeting the World Health Organization’s (WHO) recommended diabetes
targets (Gregg et al., 2023), we aim to estimate and compare diabetes prevalence between countries.
We use the WHO Stepwise Approach to Surveillance (STEPS) surveys (Riley et al., 2016), which are
cross-sectional probability sample surveys conducted in more than 100 countries and collect various
health risk indicators to provide population level estimates. Most STEPS surveys have implemented
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multistage stratified data collections. First, enumeration areas are selected as primary sampling units
(PSUs) and then households are selected as secondary sampling units. The final stage randomly
selects eligible individuals from each household. Following the design of the STEPS survey with
multistage stratified sampling, every individual 7 in the sample was assigned a survey weight w;. To
properly estimate the sampling variance, it is necessary to account for stratification, PSU clustering,
and weights in the analysis. Further, we are also interested in assessing whether the sample survey
design features affect the estimation of diabetes prevalence across multiple countries.

The paper structure is organized as follows. Section 1.1 describes the data and measures used in this
study in detail. Section 2 introduces the model-based inference approach. The results from different
methods in Section 3 are then compared. Section 4 summarizes the main takeaways from the study.

1.1 Data and Measures

We used a subset of the WHO’s STEPS data in this analysis, which were collected from 10 different
countries between 2015 and 2016. This dataset was processed, resulting in 26,752 individuals. We
define a case with diabetes as having any of the following: (1) a fasting plasma glucose of 7.0 mmol/L
or higher, (2) hemoglobin A1c (HbA1c) level of 6.5% or higher, or (3) self-reported use of glucose-
lowering medication or use of insulin or oral hypoglycemic drugs. This definition of diabetes is used
in the Global Monitoring Framework for Non Communicable Diseases (Gregg et al., 2023). Once
these cases are computed, a binary indicator variable for diabetes is then defined and used as the
dependent variable in the analysis. Eligible participants who have been assigned survey weights are
included. The person level covariates used in predicting our outcome are body mass index (BMI),
age, sex, and highest completed education level.

Table 1: Description of Each Country’s Sample and Sampling Weights

Country Sample Size Sum of Weights Mean SE
Algeria 6,393 25,888,236 4,049.47 1,316.80
Benin 5,073 2,441,103 481.20 1,686.59
Brunei 2,018 102,824 50.95 43.13
Ethiopia 9,800 34,097,395 3,479.33  3,707.59
Guyana 1,178 203,440 172.70 144.86
Iraq 4,071 14,942,707 3,670.53  3,569.90
Kiribati 2,156 57,561 26.70 59.80
Nauru 1,387 4,212 3.04 0.33
Solomon Is. 2,522 341,164 135.28 123.54
Vietnam 3,758 78,831,165 20,976.89 17,094.49

Table 1 includes further detailed information regarding each country sample. The ‘Sample Size’ col-
umn refers to the total number of eligible participants assigned a sampling weight and the ‘Sum of
Weights’ is the calculated total sum of the sampling weights. The ‘Mean’ column is the mean value
of the sampling weights and ‘SE’ column is the standard error of the weights.

There were missing values for some respondents’ BMI and education. The amount of item nonre-
sponse is less than 5% of the records. We assumed missing at random and used multiple imputation
to fill in missing item values with a proportional odds model accounting for the order of the BMI and
education categories. Along with these variables, other covariates used in multiple imputation were
the indicator variable for a diabetic case, age, and sex. We used one imputed dataset for simplicity,
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even though multiple completed datasets could have been pooled for analysis via combining rules.
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Figure 1: Observed proportions of individuals with diabetes by age group and country.

Figure 1 displays how the observed proportions of individuals with diabetes change across age groups
for each country included in our analysis. The generally increasing trends are similar between coun-
tries but the changing rates over time are accentuated for Algeria, Brunei, Guyana, Iraq, Kiribati and
Nauru. Table 1 shows that the sample sizes across countries also varies largely. Further, the likely
cause for the spikes shown at specific age cohorts is due to small sample size for those ages.

2 Modeling Approach

We use the individual level data to model the probability of having diabetes in a logistic regression.
First, we define the outcome variable as:

1 ifindividual i in country j has the disease,
Yij =
’ 0 if individual i in country 5 does not have the disease,

fori=1,...,n;and j =1,...,J, where n; is the total number of individuals, and J is the total number
of countries. Our GLM model is specified as

0 Pr(y; = 1|1X7;)
Pr(y; = 01X7;)

} — X8, (1)

where lej denotes the person-level covariates, including BMI, age, sex, and education, and country
indicators.
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In the GLMM, we include country-level and PSU-level random intercepts to borrow information across
countries and clusters, stabilize estimates for small countries and account for the PSU clustering
effects with the following specification:

o {PT(yz'j = 1| X", uj, vgpy)
Pr(yi; = 0| X", uj, )

} = X/ﬁ + uj + Vg, (2)

where X’ denotes the person-level covariates, u;’s are the country-varying effects, and vy;’s are the
PSU-varying effects, where &[i] is the PSU index & that individual : is assigned to, u; i N(0,02), vy, iifl
N(0,02), with both random effects assumed to be independent, identically and normally distributed
with a mean of 0 and variance o2 and o2, respectively. The intra-country correlation (ICC) is also
measured:

2
u

2 2 4 w2’
Ouwtos+ 5

g

Although we considered different interactions between the categorical variables and country level pre-
dictors, we did not include additional covariates because of model estimation problems. We consider
two different ways to account for weights in estimating the country-specific diabetes prevalence as
the proportion of people with the characteristics described in 1.1.

1) Using a weighted average of the estimated predicted probability p;; = Pr(y;; = 1|X{j) of having
diabetes for individual i in country j based on Model (1) conditional on X{j. For Model (2) this is
expressed as Pr(y;; = 1| X', u;,vy). The weighted average of the predicted probabilities is given
based on the Hajek estimator (Hajek, 1971). For country j, the weighted prevalence is given by

D ies; Wi * Dij

- ;
0; T )

where s; is the sample of individuals in country j.

2) Including weights in the model fitting processes of either the GLM in (1) or the GLMM in (2). We use

the pseudo maximum likelihood (PML) estimation to obtain the parameter estimates that maximum

the weighted likelihood function, where each individual’s likelihood is powered by the corresponding

weight value (Skinner, 1989). The weighted GLM likelihood lyy ¢/ (-) and weighted GLMM likelihood
lwarm (y, X', B, w H

lwarmm(-) are as below.
( exp Uﬂ) )yij ( 1 )(1%]‘) w; @
P 1+ exp(X'i;8) 1+ exp(X'i;8)
lwermm(y, X', B,u,v,w) = H

< exp(X'B + uj + vgpi) )y” < 1 )<1yij> v )
21 [ \1+exp(X'B + u; + vi) 1+ exp(X'B + uj + vip)) '

We normalize the weights when fitting the GLMM. Rabe-Hesketh and Skrondal, 2006 show that the
weighted likelihood function requires weights at each level of the data hierarchy. Based on the STEPS
survey design, different countries independently conducted the surveys, and there was no random
selection of countries. To effectively pool estimates across countries, we scaled the person-level
weights using method 2 described in Pfeffermann et al., 1998. The weight adjustment scales the
weights w; of individuals in country j, for i € s;, by adjusting the sum to be equal to the sample
size of each country n;. The adjustment factor a; for individuals in country j can be expressed as:
anjw’ the product of which and the weight w; will be used in the pseudo maximum likelihood
i€s; Tt

(PML) estimation based on the GLMM. This scaling method has been described as performing better

n

n

aj =
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in simulations where the design is considered informative (Pfeffermann et al., 1998).

3 Model Inference

We fit GLM and GLMM models, both unweighted and weighted, to predict the diabetes prevalence with
age (30-34, 35-39, 40-44, 45-49, 50-54, 55-59, 60-64, and 65-69), BMI (<25, <25 & <30, and >30),
education (no education, primary school, high school [HS] & above), sex (male, and female), and
country indicators (Algeria, Benin, Brunei, Ethiopia, Guyana, Iraq, Kiribati, Nauru, Solomon Islands,
and Vietnam).

We account for stratification and clustering in the standard error estimation for both models. We
use analytic variance estimation via Taylor series linearization by default in the R survey package
(Lumley, 2024) and Stata (StataCorp, 2025), i.e., defining the complex survey design object including
strata codes, PSU codes, and sampling weights (for weighted estimates). To obtain country-specific
estimates, we apply the unconditional approach for variance estimation and takes the full complex
sample design into account when analyzing subpopulations (Heeringa, West, and Berglund, 2017).
When summarizing the model predictions, the complex survey design features (PSUs, strata and
weights) are accounted for to obtain design-based estimates using expression (3).

3.1 Model Estimation

95% Confidence Intervals for Coefficients in GLM
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Figure 2: Comparison of coefficient estimates and 95% confidence intervals for the true coefficients
between unweighted GLM 1 and weighted GLM 4.

First, we fit the unweighted GLM in (1) and weighted GLM in (4). The reference categories for each of
the predictors are those persons who are aged 30-34, male, have received no formal education, have
a BMI < 25 and reside in Algeria which is the first country in alphabetical order. The model coeffi-
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cient estimates together with the corersponding 95% confidence intervals for the true coefficients are
presented in Figure 2 . Including weights in model fitting tends to increase the variance of coefficient
estimation, resulting in wider confidence intervals as shown in Figure 2.

When comparing the coefficient point estimates of the weighted model versus the unweighted model,
the weights slightly change our interpretation of the coefficients associated with each country. For ex-
ample, across all countries, the weighted estimate’s 95% confidence interval for the effect of primary
school contain zero when its corresponding unweighted estimate does not. For all countries, the age
coefficient estimates in the weighted model are either lower or higher than those in the unweighted
model, changing without any apparent pattern. The opposite trend is the case for coefficients as-
sociated with education where the weights are reducing the magnitude for the effects of both age
categories. These subtle changes are due to the differences in the maximum likelihood estimates
when the weights are added in the GLM model fitting. The role of weights depends on the model
specification and its dependency on the sample design features. Therefore, fitting both unweighted
and weighted models is helpful when analyzing complex survey samples to gain more insight into
how the weights interact with the model fitting process.

95% Confidence Intervals for Parameters in GLMM

Bw. Country Var. - 2

Female o

BMI >= 30  J
BMI >=25 & <30+ -
HS & Above -

Primary School-

Age 65-69- —e— | Key

Unweighted
Age 60-64 - ®

- Weighted
Age 55-59+ d

Model Parameters

Age 50-54 - ==
Age 45-49 -
Age 40-44 - = =

Age 35-39- &

Intercept-

Figure 3: Comparison of coefficient estimates and 95% confidence intervals between unweighted and
weighted generalized linear mixed-effect models.

Next we fit the unweighted GLMM in (2) and weighted GLMM in (5). The ICC measuring the intra-
country similarity is estimated to be 0.084 for the unweighted model and 0.094 in the weighted model.
Figure 3 compares the estimated model coefficients for the weighted and unweighted GLMM models.
In general, the model coefficients are similar between both models, although the weighted GLMM
model estimates have larger variances.

In sum, with either GLM or GLMM, including the weights in model fitting does not substantially change
the model parameter estimates.
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Table 2: Model predicted (Pred), weighted model predicted (Weighted pred), observed (Obs) and
weighted observed (Weighted Obs.) diabetes prevalence in 10 countries with standard error values
reported in parentheses.

Country Obs Pred Pred
GLM Weighted GLM  GLMM Weighted GLMM
Algeria .166 (.007) .166 (.002) .163 (.002) .158 (.004) .154 (.004)
Benin .073 (.008) .073 (.001) .075 (.001) .066 (.003) .067 (.003)
Brunei 184 (.011) .184 (.003) .182 (.003) 175 (.006) .168 (.008)
Ethiopia .036 (.003) .036 (.001) .032 (.001) .032 (.001) .027 (.001)
Guyana 234 (.014) .234 (.004) .239 (.004) .219 (.005) .223 (.005)
Iraq .215 (.009) .215 (.002) .220 (.002) .204 (.004) .205 (.004)
Kiribati .208 (.013) .208 (.003) .213 (.003) .201 (.009) .201 (.008)
Nauru .233 (.015) .233 (.004) .232 (.004) 228 (.013) 227 (.013)
Solo. Is. .082 (.007) .082 (.001) .086 (.001) .076 (.004) .078 (.006)
Vietnam .053 (.004) .053 (.001) .050 (.001) .047 (.001) .044 (.001)
Country  Weighted Obs. Weighted pred Weighted pred
GLM Weighted GLM  GLMM Weighted GLMM

Algeria .153 (.007) .156 (.002) .153 (.002) 147 (.004) 144 (.004)
Benin (.011) (.003) .069 (.003) .062 (.005) (.007)
Brunei (.014) (.003) .164 (.003) .159 (.006) (.008)
Ethiopia (.003) (.001) .030 (.001) .029 (.001) (.001)
Guyana (.017) (.005) .220 (.005) .201 (.005) (.007)
Iraq (.011) (.003) .217 (.003) .204 (.005) (.005)
Kiribati . (.014) . (.007) 211 (.007) 199 (.007) : (.011)
Nauru .235 (.015) .236 (.005) .235 (.005) 231 (.013) .230 (.013)
Solo. Is. .079 (.010) .076 (.001) .079 (.001) .071 (.004) .073 (.006)
Vietnam .046 (.004) .049 (.001) .046 (.001) .043 (.001) .040 (.001)

3.2 Model Prediction

Using both the weighted and unweighted variants of the GLM and GLMM described above, we predict
the response probability for each individual and estimate prevalence by country. The top table in Table
2 compares the observed prevalence as the simple proportion of diabetic cases divided by the total
sample size with the predictions from the GLM in (1), weighted GLM in (4), GLMM in (2), and weighted
GLMM in (5). The bottom table in Table 2 applies weights to the individual probabilities based on (3)
and presents the weighted observation using expression (3) and prediction values. Based on Table 2,
model-based predictions have lower standard errors than the observed prevalence of each country.
We have omitted the model-based error in predicting the probabilities, but the prediction variability is
smaller than the sampling error. The country-level prevalence values calculated as the average of
individual predictions from the GLM are the same as the observed summaries, which is as expected
because the GLM model includes the fixed effects of countries. Nevertheless, the GLMM includes the
random effects of countries, and partial pooling across countries yields predicted summaries different
from the observed values. Comparing GLM and GLMM before and after weighting, we see that using
weighted likelihood estimation does not substantially change the predicted values or standard errors.
The predictions based on GLMM have more variability than those based on GLM, probably due to the
inclusion of random effects.
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Applying weights to the individual probabilities based on (3) does change the point estimates across
countries and increases the standard errors. This is true for both observed and predicted values
from all models. The weighted predictive averages based on the weighted GLM are the same as
the weighted observed summaries but the standard errors are lower. The reason for the weighted
predictive averages being the same is because the weights have been normalized to equal the sum
of the sample size within each country. Overall, this shows that using a weighted average of the pre-
dicted probabilities generates larger influences than including weights in the model fitting processes.
Weights are more influential for descriptive summaries than model estimates, which is consistent with
the literature findings, e.g., Si, Lee, and Heeringa, 2024.

4 Conclusion

In this study, we used a case study with international health surveys to assess the role of survey
weights in model inference and prevalence estimation. We considered two different ways of includ-
ing weights with model estimates: using weighted likelihood functions for model fitting and weighted
average values of individual predictions. We compared GLM and GLMM estimates as well as un-
weighted and weighted variants of these models. We found that including weights in the model fitting
processes does not substantially change the estimated model coefficients and predictions. The dif-
ference between weighted and unweighted prevalence summaries is more pronounced than that of
the model parameter estimates. We recommend comparing the weighted and unweighted descriptive
summaries as a standard analysis routine in practice.

Finally, our empirical comparisons cannot be validated without knowing the gold-standard or true
values. When comparing these diabetes estimates to those published in other sources, there may be
some cases where the unweighted estimates are closer to estimates found by experts in these fields,
while other cases have weighted estimates with closer comparisons. This dilemma demonstrates the
need to work with experts in the topic of analysis who can properly evaluate survey estimates beyond
the statistical component. As pointed out above, we only use one set of predicted probabilities for the
point estimates and omitted the prediction error due to model fitting. The model-based error is smaller
than the sampling error. Future work would be needed to develop practical methods that account for
both modeling and sampling error, such as using Monte Carlo simulation.

5 Data and Software

This paper uses data from the Algeria 2016 (Ministry of Health (Algeria), Population and Hospital
Reform, and World Health Organization (WHO), 2017), Benin 2015 (Ministry of Health (Benin), and
World Health Organization (WHO), 2015), Brunei Darussalam 2015-2016 (Ministry of Health (Brunei),
and World Health Organization (WHO), 2016), Ethiopia 2015 Ethiopia Public Health Institute, Federal
Ministry of Health (Ethiopia) and World Health Organization (WHO), 2016, Guyana

2016 (Pan American Health Organization (PAHO), Ministry of Public Health of Guyana, and the
Bureau of Statistics (Guyana), 2019), Iraq 2015 (Ministry of Health (Iraq), Ministry of Planning (Iraq),
World Health Organization (WHQ), 2015), Kiribati 2015-2016 (Ministry of Health and Medical Services
(Kiribati), World Health Organization (WHO), 2015), Nauru 2015 (Ministry of Health (Nauru), World
Health Organization (WHO), 2016), Solomon Islands 2015 (Ministry of Health (Solomon Islands),
World Health Organization (WHO), 2020), and Viet Nam 2015 (Ministry of Health (Vietnam), World
Health Organization (WHO), 2016) STEPS surveys. These surveys were implemented by the agen-
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cies listed in each citation along with support by the World Health Organization. These datasets are
available upon request from the https://extranet.who.int/ncdsmicrodata/index.php/homeWHO NCD
Microdata Repository.

The svyglm function in the https://cran.r-project.org/package=surveysurvey package for R software
was used to fit GLMs (Lumley, 2010). The https://www.stata.com/manuals/memelogit.pdfmelogit
function within Stata software was used to fit the GLMMs.

The https://cran.r-project.org/package=micemice package of R software was used for multiple impu-
tation (Van Buuren and Groothuis-Oudshoorn, 2011).
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