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                        Letter from the Editors  

 

  
The July 2015 issue contains articles of interest and important information regarding 
upcoming conferences, journal contents, updates from the IASS Executive and more. 
We hope you enjoy this issue, and we would be happy to receive your feedback and 
comments on how we can make improvements.  
 

In the New and Emerging Methods Section (edited by the Scientific Secretary Mick 
Couper), Trent D. Buskirk from  the Marketing Systems Group in the US, has     
contributed an article titled: The Rise of Mobile Devices: From Smartphones to Smart 
Surveys.  In the article, Trent addresses the rise in mobile internet activity, best 
practices for designing Smartphone Surveys and the survey question format. Trent 
concludes with recommended resources for Smartphone Surveys and future 
challenges.  
  
In the Ask the Experts Section (edited by Ken Copeland), Constance F. Citro, 
Director, Committee on National Statistics, U.S. National Academies of Sciences, 
Engineering, and Medicine, has provided a response to the question: What are the 
threats to the probability survey paradigm and what directions should statistical 
agencies take to enhance the utility and cost-effectiveness of surveys?  In the 
conclusion, Connie stresses the emerging opportunities to enhance survey data 
using a multiple data sources paradigm for improving information to the betterment of 
society.  
 

For the Book and Software Review Section, Siu-Ming Tam from the Australian 
Bureau of Statistics contributes a review of the recent AAPOR Task Force Report on 
Big Data (Japec et al., 2015):  
https://www.aapor.org/AAPORKentico/AAPOR_Main/media/Task-Force-
Reports/BigDataTaskForceReport_FINAL_2_12_15_b.pdf  
In particular, Siu-Ming provides insight and describes research carried out at the ABS 
on the inclusion of Big Data  in a statistical framework for use in official statistics.   
 

This will be Mick Couper’s final issue of the IASS The Survey Statistician in his role 
as editor of the New and Emerging Methods Section, and we wish to thank him very 
much for the innovative and interesting articles that he has selected in the last two 
years. The next IASS Scientific Secretary, Denise Silva, will be taking over the 
editorship of this section and we welcome her to the editorial team. Please let Denise 
Silva  (denise.silva@ibge.gov.br) know if you would like to contribute an article to the 
New and Emerging Methods Section.  If you have any questions which you would 
like to be answered by an expert, please send them to Ken Copeland (copeland-
kennon@norc.org). If you are interested in writing a book or software review, please 
get in touch with Natalie Shlomo (Natalie.Shlomo@manchester.ac.uk). 
 

The Country Report Section has always been a central feature of the IASS The 
Survey Statistician and we thank all the country representatives for their contribution 
and coordination of the reports. We also thank the editor of the section, Pierre 
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Lavallee  (Pierre.Lavallee@statcan.gc.ca) for his continuing efforts to obtain  timely 
reports from the different countries.  We ask all country representatives to please 
share information on your country’s current activities, applications, research and 
developments in survey methods.  
 

We have added a new section to the newsletter Contributions from IASS Members in 
which we have placed an article written by Seppo Laaksonen from the University of 
Helsinki titled ‘Sampling Design Data File’. If you would like to contribute brief articles 
or editorials to this new section, please send them directly to the editors of the 
newsletter, Eric Rancourt and Natalie Shlomo. 
 

This issue of The Survey Statistician  includes the final letter and updates from our 
current   IASS President, Danny Pfeffermann, and we welcome the incoming IASS 
President Steven Heeringa as well as congratulate the President-Elect Peter Lynn. 
The President’s Letter includes an overview of achievements over the last two years 
as well as challenges facing the IASS, in particular the aging of our membership. On 
behalf of the entire IASS membership, we thank Danny for his hard work over the last 
two years. In addition, the out-going Scientific Secretary Mick Couper has provided 
updates in his final letter to the newsletter, including the impressive list of the IASS  
invited sessions at the 60th WSC in Rio as well as IASS sponsored conferences.    
 

In the News and Announcement section we have a report on the work carried out by 
Geoff Lee (geoff.lee99@bigpond.com) (Chair) and Steve Heeringa, Daniela Cocchi 
and Natalie Shlomo on developing a proposal for the IASS Strategic Plan as first 
mentioned in the previous newsletter. In addition, we have a report from the Chair of 
the Cochran-Hansen Prize, Risto Lehtonen, on the submitted papers to the 
competition and the results.  
 

We thank Marcel Vieira for putting together the list of conferences for inclusion in the 
newsletter. Please send to Marcel (Marcel.Vieira@ice.ufjf.br) any conference 
announcements that you would like advertised in the next Survey Statistician to be 
issued in July 2015. We also thank Carole Jean-Marie from Statistics Canada for 
collating the advertisements of upcoming conferences and for preparing the tables of 
contents in the In Other Journals section. This is a very time-consuming and detailed 
task but the information she gathers is deeply appreciated by IASS members.   We 
also thank Carole for her hard work in collating all the articles into this substantial  
newsletter that you see before you.  
  
Please take an active role in supporting the IASS newsletter by volunteering to 
contribute articles, book/software reviews and country reports and/or by making it 
known to friends and colleagues. We also ask IASS members to send in notifications 
about conferences and other important news items about their organizations or 
individual members.  
 

The Survey Statistician is available for downloading from the IASS website at 
http://isi.cbs.nl/iass/allUK.htm. 
 
Eric Rancourt Eric.Rancourt@statcan.gc.ca 
 
Natalie Shlomo Natalie.Shlomo@manchester.ac.uk 
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Dear all, 
 
I am ending my term as IASS President sometime during the WSC in Rio, so this 
is my last letter to you in this capacity. It was a pleasure serving the IASS and I 
just wish that I had more time to spend on IASS matters, but this was simply 
impossible given the few other jobs that I have. I take this opportunity to wish my 
successor, Steve Heeringa and the continuing and newly elected council members 
all the very best in leading the IASS to new achievements. I shall be happy to 
help, as much as I can, if asked for.  
 
So, here is a list of what we were able to achieve during my term. I emphasize 
“we”, because every single task or decision was a team work. I know that I have 
already mentioned most of these achievements in my past letters and emails, but I 
thought that it would be nice to summarize them in this last letter.  
 
1-  We elected a new president elect, two new vice presidents, a new scientific 
secretary and six new council members. I sent the names of the new elected 
officers in a separate email and you can find them also in the ‘news and 
announcements’ section of this newsletter, so let me just wish them all again the 
best of success in their respective roles. Special thanks are due to the members of 
the nomination committee and of course, to the officers who finished their present 
duties and council members who continue for another term. Being in the mood of 
offering my good wishes, it is a great pleasure to congratulate our very active 
colleague, Pedro Silva, on the occasion of starting his term as President of the ISI. 
I have not checked it out, but I presume that Pedro is amongst the youngest (if not 
the youngest) ISI presidents. What an honor and how well deserved. 
 
2- We have a new active, informative and engaging website, which I hope that you 
visit from time to time. Our thanks are due to Olivier Dupriez, who did it all by 
himself. We didn’t manage to translate the website to other languages, but 
hopefully this can be done in the future. 

 
3- Following the initial IASS strategic plan that we submitted to the ISI in 
November of last year, we established a working group composed of Geoff Lee 
(head), Daniela Cocchi, Natalie Shlomo and Steve Heeringa, with the task of 
preparing a more comprehensive strategic plan that should take us to a better 
future. As reported by Geoff in the News and Announcement Section of this 
newsletter, the working group has completed preparing a draft plan. We shall 
discuss this plan at the council meeting during the WSC in Rio, and then you will 
all have the opportunity to express your opinion and propose amendments. I 
suspect that part of the discussion will focus on the use of “big data” for inference 
on finite populations, and whether we should change our titles from Survey 
Statisticians to the more juicy title of Survey Data Analysts (and change the 
acronym IASS to IASDA).   

 
4- As in previous years, we continued the policy of supporting 2-4 relevant 
conferences every year, but added two conditions to our support: concession in 
registration fees for IASS members, and having a special booth with IASS material 
during the course of the conference, so as to hopefully attract new members. See 
the report by the Scientific Secretary Mick Couper in this newsletter for the list of 
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conferences that we have supported in the years 2014-2015 (and already for 2016). 
 

5- With support from the ISI and the World Bank, Pedro Silva and Marcel Vieira gave 
two courses in Africa: “Analysis of Complex Survey Data Using R” (in Mozambique), 
and  “Analysis of Complex Health Survey Data Using Stata” (in South Africa). Both 
courses were well attended. I very much hope that we can offer more courses in 
other countries in the future, and also engage in consulting in developing countries.  

 
6- We supported the participation of four young IASS members from developing and 
transition countries at the 2014 International Methodology Symposium in Gatineau, 
Canada, again with help from the ISI and the World Bank. We thank Statistics 
Canada for waiving the registration fees for the symposium and the cost of a short 
course for the four members. 

 
7- We continued the tradition of awarding the Cochran-Hansen prize for the best 
paper on survey research methods submitted by a young statistician from a 
developing or transition country. This year we had no less than 16 applications, with 
8 papers accepted for evaluation. Given the high quality of the papers, we decided to 
award, for the first time, two papers. Congratulations to the lucky awardees, Kevin 
Carl Santos from the Philippines and Santanu Pramanik from India. Thanks to the 
members of the selection committee, Risto Lehtonen (head), Jean Opsomer and 
Marcel Vieira for heir extra hard work in evaluating all the papers. See the report of 
Risto Lehtonen in the News and Announcement section of this newsletter. Both 
winners will present their papers during the WSC in Rio and they would like you all to 
attend.  

 
8- We reached an agreement with the American Association of Public Opinion 
Research (AAPOR) and the Survey Research Methods Section of the American 
Statistical Association, which provides a one-year free on-line subscription to the 
Journal of Survey Statistics and Methodology (JSSAM) to all IASS members. I hope 
that many of you took advantage of this agreement.  

 
What about the WSC in Rio? We are going to be very active and visible there. 
 

�x We succeeded in having 13 IASS invited paper sessions (IPS). All the credit goes 
to Christine Bycroft and her committee for this wonderful achievement.   
 

�x We shall have a new “IASS President's Invited Speaker Session”, with Jon Rao 
and Wayne Fuller presenting a joint paper on “Sample Surveys, Past, Present and 
Future Directions”. This session is an ISI initiative and I presume that it will become a 
tradition.  
 
We shall have another new “Journal Papers Session”. This session will also have two 
speakers and a discussant: Alastair Scott will present a joint paper with Thomas 
Lumley on “AIC and BIC for Modelling with Complex Survey Data”, published in 
JSSAM. Jan ven den Brakel will present a paper on “Design-based analysis of 
factorial designs embedded in probability samples”, published in Survey 
Methodology. Chris Skinner will discuss the two papers. 
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I cannot finish this letter without my usual warning about the diminishing size of our 
association. Since all my initiatives simply failed, I started thinking that perhaps we 
should try and merge with the International Association of Official Statistics (IAOS). I 
am examining with my colleague, Mr. Tom Caplan the possible pros and cons of 
such a merge and if we can come up with a positive proposal, perhaps we can 
discuss it in Rio before submitting it to the IAOS for their consideration. If anyone has 
some thoughts about this idea, please let me know.  
 
Well, the list of goodies actually turned out to be longer than I expected, so many 
thanks to Steve Heeringa (President elect), Geoff Lee and Jairo Arrow (Vice 
Presidents), Mick Couper (Scientific Secretary), and the council members Christine 
Bycroft, Ka-Lin Chan, Olivier Dupriez, Natalie Shlomo, Marcel Vieira, Alvaro 
Villalobos, Michael Brick, Daniela Cocchi, Jack Gambino, Risto Lehtonen, Ralf 
Munnich and Jean Opsomer, for all their big help and support over the last two years. 
Finally, I would like to thank also Eric Rancourt for replacing Frank Yu as co-editor of 
the Survey Statistician, (Eric is assisted by Carole Jean-Marie so thanks also to 
Carole), and Ken Copeland for replacing Robert Clark as editor of the section "Ask 
the Expert"  in the Survey Statistician. I hope that I didn’t miss anyone in this list of 
people who deserve our thanks.  
 
VIVA IASS 
 
Danny Pfeffermann, 
President (outgoing) 
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Report from the Scientif ic Secretary 
 
 
 
 
Members of the IASS Council have been busy the past few months, as we gear up 
for the biennial World Statistics Congress in Rio de Janeiro. Thanks to the leadership 
and hard work of Christine Bycroft, the IASS Program Chair for Rio, and the active 
support of many IASS members, IASS organized or co-organizing 13 invited paper 
sessions: 
 

�x Methodologies relating to Big Data applications (organizer: Siu-Ming Tam) 
�x Statistical Disclosure Control for official statistics in the 21st century 

(organizer: Gemma van Halderen) 
�x Adaptive Survey Design (organizer: Barry Schouten) 
�x Sampling Frame and Nonsampling Error Issues in Internet Surveys 

(organiser: Öztas Ayhan) 
�x New developments in use of model-based methods in official statistics 

(organizer: Paul Smith) 
�x Small area estimation for business and economic data (organizer: Susana 

Rubin-Bleuer) 
�x What is a Census during times of changing methodologies and technologies? 

(organizer: Arona Pistiner) 
�x Recent advances in empirical likelihood approaches under complex sampling 

(organizer: Yves Berger) 
�x Using remote sensing for agricultural statistics (organizer: Elisabetta 

Carfagna) 
�x Estimation and inference methods based on integrated statistical data 

(organizer: Li-Chun Zhang) 
�x Statistical implications of changing ILO international standards for 

employment and unemployment (organizer: Tite Habiyakare) 
�x Cross national comparability of national statistics (organizer: Ineke Stoop) 
�x Bayesian Analysis of complex survey data (organizer: Sahar Zangeneh) 

 
IASS member are also participating in WSC in other ways. Short courses are now 
organized centrally under ISI leadership, but we were represented on the short 
course committee, and IASS members are teaching several one- and two-day short 
courses at the WSC. 
 
The World Bank provided some funds to the ISI to support scholars from developing 
countries to attend the WSC in Rio. The IASS wrote letters of support for 8 of its 
members who requested such letters. We don’t have the final list of awardees yet 
(selections were made in several rounds), but we know at least a few IASS members 
are being supported under this program. 
 
A key activity of the IASS is sponsorship of the Cochran-Hansen Prize for the best 
research paper on survey methods by a young survey statistician from a developing 
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country. Risto Lehtonen (chair), Jean Opsomer, and Marcel Vieira served as the 
prize committee. For the first time, two awards were made this year, reflecting the 
number and quality of submissions. Please see the News and Announcement 
Section for a report from Risto and the two winning papers. Both awardees will be 
presenting their papers at the WSC, and will receive their awards at the ISI Awards 
ceremony. 
 
For those of you who will be at WSC, we look forward to seeing you there, and hope 
you are able to attend the General Assembly of the IASS, which will be held at lunch 
time (12:30-14:00) on Wednesday 29 July.  
 
IASS is also co-sponsoring a satellite meeting on Small Area Estimation in Santiago, 
Chile, following the WSC (see www.encuestas.uc.cl/sae2015). Other recent or 
upcoming conferences supported by IASS include: 
 

�x ITACOSM 2105, the biannual meeting of the Italian section of the Italian 
Society of Statistics, held in Rome, June 24-26, 2015 (see 
http://itacosm15.sta.uniroma1.it/). 

�x The European Establishment Statistics workshop to be held in Poznan, 
Poland, in September 2015. 

�x The Total Survey Error Conference (TSE15) to be held in Baltimore, USA, in 
September 2015 (see http://www.tse15.org).  

�x The 9th French Colloquium on Survey Sampling,  to be held in Gatineau, 
Quebec, Canada, from October 14-16, 2016. 
 

Supporting regional and international conferences of interest to survey statisticians is 
one of the key activities of the Association. Given that the World Statistics Congress 
is only every two years, this is also an important way for IASS members to keep in 
touch and to encourage new members to join IASS and participate in the 
Association’s activities. 
 
As many of you already know, the elections for IASS Council were held recently. 
Newly-elected council members of the IASS are listed in the News and 
Announcement Section. As Danny Pfefferman noted in his message, nearly 83% of 
IASS members voted. Congratulations to the newly-elected officers and to those 
continuing on the IASS Council, especially the incoming IASS President Steve 
Heeringa. Also heartfelt thanks to Danny Pfeffermann for his excellent leadership of 
the Association for the past two years, and to outgoing members of Council for their 
many contributions to the Association. 
 
I look forward to meeting many of you at the 60th WSC in Rio de Janeiro in July. If 
you have ideas on how to increase the membership (both individual and 
organizational) of the IASS, or how to provide enhanced services for members, or 
are willing to volunteer or otherwise engage in IASS activities, please contact the 
incoming IASS President (Steve Heeringa) or Scientific Secretary (Denise Silva). 
 
With thanks to you all, 
Mick P. Couper 
mcouper@umich.edu 
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60th World Statistics Congress – ISI2015  
Rio -  IASS meetings  

 
 

IASS General Assembly meeting on Wednesday, July 29, 2015 from 12:30 to 
14:00 in Room 208 

IASS Incoming Council meeting on Thursday, July 30, 2015 from 7:30 to 9:00 and 
from 12:30 to 14:00 in Room 3. 

 
 
 

                  IASS Elections  
 
We now have the results of the elections for new officers. We elected a new 
President-Elect, two new Vice-Presidents and a new Scientific Secretary for the 
years 2015-2017, and 6 new Council Members for the years 2015-2019. The new 
officers will start their term after the 2015 WSC in Rio de Janeiro. The election 
process was open to all IASS members. 
 

On the closing date of May 12, 2015, a total of 366 out of 443 members casted 
their votes, which amounts to a response rate of 82.6 %, a remarkable response 
rate given that this is a voluntary survey. Thank you all for participating in the 
election process and casting your votes. There were no election surveys taken during 
the week before the closing date, and no exit polls!! We did it the old way.   
 

The votes were counted by Gerrit J. Stemerdink, an ISI elected member who works 
as a volunteer at the ISI Permanent Office. I know that by now you are very eager to 
see the results, so here they are: 
 

Elected for President-Elect 2015-2017: Peter Lynn 
 
Elected for Vice-President 2015-2017: Monica Pratesi and Imbi Traat  
 
Elected for Scientific Secretary 2015-2017: 
There were two candidates for this post, the outcome is: Denise Silva 
 
Elected for Council Members 2015-2019: Hukum Chandra, Maria Giovanna 
Ranalli , Timo Schmid, David Steel, Ineke Stoop and Nikos Tzavidis 
 

News and Announcements  
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CONGRATULATIONS to all the new elected officers and many thanks to all those 
who agreed to stand for election and didn’t make it this time.  
 

I would like to take this opportunity to thank the members of the nomination 
committee; Jean Opsomer  (Head), Ray Chambers, Mike Brick, Jack Gambino , 
Risto Lehtonen and Daniela Cocchi . You did a marvelous job in assembling such a 
wonderful group of candidates.  
 

Finally, I would like to thank all the outgoing officers, Geoff Lee , Jairo Arrow , Mick 
Couper , Christine By croft , Ka-Lin Chan, Olivier Dupriez , Natalie Shlomo, Marcel 
Vieira , and Alvaro Villalobos. You all contributed a lot in running the IASS activities 
and it was a pleasure working with you.  
 
Danny Pfeffermann 
 

 

IASS is your association - Have your say about its 
plans for the future!   

 
 

 
The January 2015 edition of the Survey Statistician included a draft strategic plan for 
the IASS, prepared by our President, Prof Danny Pfeffermann with help from Tom 
Caplan, and some comments from IASS council members.  Since that time a working 
group, consisting of Geoff Lee (head, Australia), Steve Heeringa (USA), Natalie 
Shlomo (UK) and Daniela Cocchi (Italy) has worked hard further developing the 
proposal and producing a discussion paper for consideration by the IASS Council at 
its meeting in Rio de Janeiro, at the World Statistics Congress in July 2015. 
 
We have proceeded in 3 main stages: 
 

�x Stage 1 was to conduct an environmental scan, to review what is happening 
inside the survey statistics field, and what is emerging outside the field that 
may impact on the future of our association.  This was a “clean sheet” 
exercise, in which we each independently considered a set of questions 
designed to elicit our insights into what IASS does well, what it is missing or 
needs to improve, and what is happening elsewhere that might impact on us. 
(With a sample size of only 4, independence was crucial to obtain as large an 
effective sample size as possible!) 

�x Stage 2 involved reviewing the draft proposal prepared earlier in the light of 
that environmental scan, plus considerable debate amongst ourselves to firm 
up on the main opportunities and challenges that any plan for the future will 
need to consider. 

�x Stage 3 involved seeking ideas and comments from outside our group, and in 
particular inviting comments from the network of country representatives who 
contribute to “The Survey Statistician”.  While the response was not as large 
as hoped (we received only 5 responses), the quality was very high.  There 
was pretty well universal support for one of the major themes in the draft 
proposal (education and capacity building, especially in developing countries), 
plus some very helpful and insightful specific suggestions about how this 
might be progressed in practice. 
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While we have reorganised the objectives and strategies a little, the underlying thrust 
remains much as developed earlier.  What we have principally produced are issues 
for discussion, digging into each objective and strategy, and teasing out the 
implications should the IASS decide to commit itself to such a path. The IASS council 
will consider the paper at its meeting during the WSC in Rio de Janeiro in July 2015.  
We expect that discussion to be detailed and vigorous.  Our work was conducted via 
email, and ambitious plans for the future, such as contained in the draft proposal, 
really need to be discussed interactively and subjected to searching questions and 
challenges.  Are the objectives clear, unambiguous and appropriate? Will the 
strategies actually achieve those objectives? Which have the highest priority? Are 
there any essential conditions or pre-requisites that must be in place before we 
begin?  And of course, do we have the capacity and the resources to tackle the tasks 
we are about to set ourselves? 
 
These are not easy questions to answer, and after the IASS Council has deliberated 
and further improved our work, there will be an opportunity (almost a necessity) for 
the wider membership to consider the objectives and strategies, comment on them, 
improve them, and indicate whether we as a worldwide association all believe that 
the IASS should take this path towards the future.  When we reach that stage we 
urge you all to take the opportunity, and express your views about future directions 
for the IASS. 
 
To help you prepare your thoughts, here is a 1 page overview of our current thinking, 
before the IASS council meeting.  It loses a bit in the translation to fitting on one 
page, and the discussion points are missing, but it should help give a flavour  of what 
is under consideration and the ambitious nature of possible future plans for the IASS.  
It will no doubt be further refined after the IASS Council discussions.   
 
The discussion paper identifies a need to refresh the overarching aims and 
objectives of the IASS to bring them up to date, and includes a context statement 
describing a range of new challenges (a bit too long to include here) and a proposal 
for a vision statement, along the lines of: 

Vision  
The vision of the IASS is that by using modern approaches to survey methodology, 
including advancements in computing technology that have occurred and will occur, 
the IASS professionals can collaborate in developing and analysing approaches that 
will be able to address new challenges. 
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INTENT 
The IASS aims to promote the study and development of the theory and practice of sample surveys and censuses, 
in conjunction with ongoing developments in technology. It also aims to increase the interest in surveys and 
censuses among statisticians, among governments and the public in general in the different countries of the world. 

Exploit  modern  communication  media 
 
Objective H.  Become a significantly more 
participative and responsive organisation  
1 Host interactive “Stack Exchange”style question 
and answer forums on the website, actively and 
responsively supported by “high reputation” IASS 
members.  

Education and Capacity Building  
 
Objective D. Teaching Materials  
1. Develop modular courses in survey statistics for 
adaptation by universities and colleges. 
2. Develop online courses in survey statistics, and 
encourage universities and colleges to adapt them. 
 
Objective E. Promoting Collaboration and 
Identifying Need  
1. <….. to be added….>. Collaborate (with IAOS, …) 
 
Objective F. Deliver Education  (Foster 
Statistical Capacity Building in developing 
countries).  
1 Develop a multi-year program of teaching sample 
survey statistics and consulting in developing 
countries. 
2. Encourage senior IASS statisticians to take on 
assignments which would involve teaching these 
courses and mentoring local statisticians who could 
then further develop and teach these courses. 
 
Objective G. Applications  
1. Expand the membership to include more academic 
statisticians as well as more applied statisticians in 
national statistics institutes and other government 
ministries and the private sector.  
2. Encourage the development of collaborative 
projects by teams composed of both academic and 
applied statisticians. These projects could be the basis 
for future sessions at the WSC and other forums.  
3. Encourage statistics students to work with applied 
survey statisticians. The IASS could develop a 
program of internship to that end. (see also Objective 
C Strategy 4) 
 

Membership and Finances 
 
Objective B. Expand Membership  
1 Promote an extensive "a member brings a 
member” membership campaign 
2 Advertise TSS more widely and include 
membership campaign. 
3 Concerted effort to bring in new institutional 
members. 
Objective C. Encourage Young Survey 
Statisticians  
1 Foster a wide competition for the Cochran-
Hansen (and other new ?) prizes 
2 Encourage current academic members to bring 
students into the IASS and resource their 
attendance at WSC and other conferences. 
3 Run regional conferences, workshops and 
seminars aimed at university students on the 
subject of survey statistics. 
4 Establish forums for joint survey statistics 
research projects by partnerships of IASS 
members and students. 

Existing Activities  
 
Objective A. Research and Development  
1 Encourage research in all areas that could 
benefit, including new uses of technology; use the 
WSC and other forums for discussion and 
collaboration. 
2 Make use of The Survey Statistician to include 
articles on new and emerging methods, ask the 
expert etc. 

INTERNATIONAL ASSOCIATION of SURVEY STATISTICIANS 

Draft Strategy Map  
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Report on Cochran -Hansen Prize 2015 Competition for 
Young Survey Statisticians from Developing and 

Transitional Countries  
 

The Cochran-Hansen Prize of the IASS is awarded every two years for the best 
paper on survey research methods submitted by a young statistician from a 
developing or transition country. Participation in competition for the 2015 prize was 
restricted to young statisticians from developing and transition countries who were 
living in such countries and were born in 1980 or after. The definition of the target 
countries was based on the list of countries adhered by the International Statistical 
Institute. The Cochran-Hansen Prize consists of books and journal subscriptions in 
the value of EUR 500. 
 
A total of 16 papers were submitted for the 2015 competition. Eight papers from 
seven different countries (Cameroon, India, Iran, Nigeria, Philippines, Turkey and 
South Africa) were accepted for review by the members of the Cochran-Hansen 
Prize Committee appointed by the IASS. The committee members were Risto 
Lehtonen, Jean Opsomer and Marcel de Toledo Vieira.  
 
The reviewed papers were interesting, timely and covered widely the area of survey 
research methods. Two papers were ranked highest in the independent review by the 
jury members. The jury decided to award these two best papers. The winners are 
Santanu Pramanik (Research Scientist, Public Health Foundation of India) and Kevin 
Carl P. Santos (Assistant Professor, University of the Philippines-Diliman School of 
Statistics). 
 
The paper entitled "Selection of Prior for the Variance Component and 
Approximations for Posterior Moments in the Fay-Herriot Model" by Santanu 
Pramanik is based on his PhD thesis in statistics completed at University of 
Maryland. The abstract of the paper summarizes the method as follows. "In the Fay-
Herriot model, a prior distribution for the variance component allows posterior 
moments to be approximated with the Laplace method, avoiding computer intensive 
Monte Carlo Markov chains. The extremely skewed posterior distribution of the 
variance component results from the asymmetry of the parameter space with 
variance parameters constrained to be positive. The prior avoids the extreme 
skewness of the posterior in contrast to the commonly used uniform prior. With this 
prior, the mean squared error and coverage in the approximate hierarchical Bayes 
method are satisfactory when used to estimate small area means. Computation time 
is shorter than with Monte Carlo Markov chains. The approximations give easy 
interpretations of Bayesian methods and highlight frequentist properties of the 
parameters". 
 
The paper entitled "Improving Predictive Accuracy of Logistic Regression Model 
Using Ranked Set Samples" by Kevin Carl P. Santos is based on his M.S thesis in 
statistics completed at the School of Statistics of the University of Philippines-
Diliman, School of Statistics. As summarized in the abstract of the paper:  
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"Logistic regression is often confronted with separation of likelihood 
problem and rare events. We propose to address this issue by drawing 
sample using ranked set sampling (RSS). Simulation studies illustrated 
the advantage in terms of predictive ability of logistic regression with RSS 
in small populations regardless of the distribution of the binary responses. 
As the sample and population sizes increase, the predictive ability of 
model from RSS also improves but it becomes comparable to fitted 
models using simple random samples (SRS). Furthermore, RSS 
mitigates the problem of separation of likelihood especially when the 
population size is relatively large. Lastly, even in the presence of ranking 
errors, RSS still yielded higher predictive power than its SRS 
counterpart." 

 
The prize winners were invited to present their papers at the 2015 World Statistics 
Congress of the ISI. The IASS congratulates the winners. The IASS wants to thank 
all authors who submitted a paper to the competition. 
 
Risto Lehtonen 
Chair of Prize Committee 
  



The Survey Statistician   18 July 2015  
 

 

 
Ask the Exper ts 

 
 

 

What are the threats to the probability survey 
paradigm and what directions should statistical 
agencies take to enhance the utility and cost -
effectiveness of surveys?  
 
Constance F. Citro, Director, Committee on National Statistics, U.S. National 
Academies of Sciences, Engineering, and Medicine  
 
1. Probability surveys a major statistical innovation of the 20 th century  
 
 It is hard to exaggerate the importance of the development and spread of 
large-scale probability surveys in the United States and around the world beginning 
in the 1930s (Harris-Kojetin, 2012). Such surveys not only measured phenomena 
with known precision compared with non-probability surveys, but also provided 
detailed information at greatly reduced cost and burden and increased timeliness 
compared with censuses. In 1937, during the Great Depression, a 2 percent sample 
of U.S. households on nonbusiness postal routes, designed by Calvin Dedrick, Morris 
Hansen, and others, estimated a much higher—and more credible—number of 
unemployed than a “complete” voluntary census of all residential addresses. Picking 
up on that effort, from 1940-1942 the Works Progress Administration fielded the 
sample-based Monthly Report on the Labor Force, forerunner to the Current 
Population Survey (CPS), which is the source of official U.S. unemployment 
statistics. From this beginning, the number and scope of federal surveys ballooned, 
including a large sample survey embedded in the decennial census.   
  

Sampling was introduced into the 1940 census for six questions asked of a 5-
percent sample. The success of sampling, operationally and with the public, led to 
administering two-fifths of the 1950 census questions on a sample basis and then in 
1960 to using separate short and long forms, the latter with the questions asked of 
everyone plus the sample questions. More recently, following ideas of Leslie Kish, 
Roger Herriot, and others, the U.S. Census Bureau moved the collection of 
socioeconomic characteristics for small geographic areas from the long-form sample 
to continuous measurement via the American Community Survey (ACS) (National 
Research Council, 2007), which became operational in 2005. 
 
2. Threats to the probability survey paradigm  
 
 Beginning without much notice several decades ago, threats to the probability 
survey paradigm have been snowballing in ways that bode ill for the future. There is 
a need for official statistical agencies in the United States and elsewhere to not only 
improve survey methods to counteract these threats, but also move toward a new 
paradigm that uses multiple sources, including surveys, to improve the relevance, 
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accuracy, and timeliness of consequential statistics and reduce burden and costs. As 
part of moving toward a multiple data sources paradigm, statistical agencies are well 
advised to use quality frameworks (pioneered by Brackstone, 1999; and refined by, 
e.g., Biemer et al., 2014) to systematically evaluate which data sources are most 
appropriate to combine for their statistical programs.  
 
  Below are summarized eight key threats to U.S. government surveys: 
 
(a) Population coverage in U.S. household surveys, although adjusted for during 
weighting using census-based population estimates updated with administrative 
records, has worsened over the past several decades and varies widely across 
demographic groups. Business surveys also experience coverage error, in particular, 
more commonly obtaining better coverage of larger compared with smaller 
businesses and more established versus newer businesses. In household surveys, 
socioeconomic coverage differences undoubtedly remain even after ratio adjustment.  
 

Coverage Ratios in March 2013 Current Population Survey (CPS)  
(before ratio adjustment, as percentage of census-based population estimate) 

      Ages 20-24  Ages 65 and older  
 Total (M/F):   74%   90% 
 White male:   76      91 
 Black male:   61      79 
 Hispanic male:  71   82 

 
(b) Survey (unit) response by households and organizations has steadily declined 
for several decades in the United States and abroad (National Research Council, 
2013).  

Screener/Initial Response Rates    1990/1991     2007/2009 
 (National Research Council, 2013:Tables 1-2, 1-4) 
Consumer Expenditure Survey (CE, Diary)    

(interviewer drops off diary)    83.7%        70.3% 
Current Population Survey (CPS) 
 (personal interview)       94.3        90.5 
National Health Interview Survey (NHIS) 

 (personal interview)       95.5        82.2 
National Household Education Survey (NHES) 
 (RDD, has switched to mail)     81.0        52.5 
Survey of Income and Program Participation (SIPP) 
 (personal interview, Wave 1)    92.7        80.8 
  
 
(c) Item  nonresponse by responding units is high and growing for key variables, as 
evidenced by increasing imputation rates: 
 

Percent of Income Imputed, CPS Annual Social and Economic Supplement and SIPP  
(Czajka, 2009, Table A-8) 

    1993  1997  2002 
Total Income       –CPS ASEC 23.8%  27.8%  34.2% 

     SIPP  20.8  24.0  28.6 
Wages/Salaries   –CPS ASEC 21.5  24.8  32.0 

     SIPP  17.7  20.5  24.9 
Property Income –CPS ASEC 42.4  52.8  62.6 

     SIPP  42.4  42.9  49.7 
Welfare Income  –CPS ASEC 19.8  18.1  29.2 
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     SIPP  13.8  31.2  32.8 
 
(d) Measurement error , such as underreporting of transfer income, is often 
problematic (e.g., Meyer et al., 2015). 
  

Percent of Administrative Benchmarks, CPS ASEC and SIPP  
(Czajka, 2009:Table A-5; p. 144) 

Aggregate Benefits   
       1987  2005 
  SNAP    –CPS  74.2%  54.6% 
  (food stamps)        SIPP  85.9  76.4 
  AFDC/TANF   –CPS   74.4  48.7   
  (“welfare”)    SIPP  73.0  62.2 
  OASI   –CPS  89.0  89.7 
  (Social Security)   SIPP  95.0  97.4 
Aggregate  Assets –  SIPP, 1998-99 – 55% of Survey of Consumer Finances 
Aggregate Liabilities    – 90% of SCF  

 
(e) Concepts in long-running surveys may become progressively out of date with 
social reality (e.g., “regular money income” in the CPS ASEC has not accorded for 
many years with how many people receive retirement and low-income benefits—see 
Czajka & Denmead, 2012—although pertinent questions have recently been added). 
Manski (2014) argues that statistical agencies greatly underestimate uncertainty in 
survey (and other) estimates due to these and other factors. 
 
(f) Perceptions of burden,  which may be well-founded in long, complex surveys, 
can not only result in unit and item nonresponse, but also threaten the political 
viability of important surveys. At present, the ACS is under attack in the U.S. 
Congress for this reason. 
 
(g) Survey costs per case appear to be increasing, at least in part to maintain 
response rates, although there is generally only anecdotal evidence because little 
systematic analysis of survey costs has been carried out. In the case of the U.S. 
census, costs per housing unit are known to have increased in real terms by 600 
percent from 1960 to 2010 (National Research Council, 2010:Table 2-2). 

 
(h) Alternative sources of information potentially compete with government survey 
statistics in timeliness and cost. For example, PriceStat, spun off by the MIT Billion 
Prices Project (bpp.mit.edu), scrapes price data from the Internet to produce daily 
inflation indexes for over 20 countries, and ADP publishes national and regional 
(U.S.) monthly employment estimates based on its payroll processing operations 
(http://www.adpemploymentreport.com/). Both of these indexes acknowledge using 
Bureau of Labor Statistics data as input to their estimation process, but, in the public 
eye, the continued need for the underlying official statistics may not be clear. 
 
3. Responses by the survey community  
 
 Survey researchers have not been idle in the face of multiple and increasing 
threats to the survey paradigm.  To the contrary, for at least the last 15 years, they 
have been actively working on ways to reduce or compensate for coverage error, unit 
and item nonresponse, measurement error, and, more recently, burden on 
respondents.  Some of the steps being taken include: 
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• Spending more on trying to complete each sample case, although budget 

constraints facing U.S. statistical agencies undercut the viability of this strategy 
in the long term.  

• Using paradata and auxiliary information for more effective unit nonresponse 
bias identification and adjustment. 

• Employing more sophisticated missing data adjustments that do not assume 
missing at random (as the commonly used “hot deck” imputation method does). 

• Using adaptive design methods to optimize the cost and quality of response. 
• Using multiple frames, for example, cell-phone and land-line frames for 

telephone surveys. 
• Using multiple modes to facilitate more cost-effective response—the ACS is a 

prime example of this strategy, having recently added an Internet response 
option to its protocol of first mailing out questionnaires, then using CATI follow-
up of mail and now Internet nonrespondents, and ending with CAPI follow-up of 
a sample of remaining nonrespondents.   

• Conducting research to address burden by such means as optimizing the 
numbers of follow-up calls and visits, using matrix sample designs that reduce 
the burden for an individual respondent, and determining if administrative 
records or other data sources can substitute for some survey questions. 

• Devoting resources to describing the benefits of and needs for the survey data—
often, in the United States, data users are recruited to make the case to such 
stakeholders as members of Congress. For example, the Association of Public 
Data Users, the Council of Professional Associations on Federal Statistics, and 
the Population Association of America frequently mobilize data users on behalf 
of statistical agency programs. 

 
4. New paradigm of multiple data sources  
 
 All of the steps listed above to improve surveys are laudable and necessary. I 
do not believe, however, that they are sufficient to restore a paradigm in which the 
probability survey is viewed as the primary vehicle for official statistics on households 
or other types of respondents.  In today’s environment of constrained budgets and 
increasing demands for wider, deeper, quicker, better, and cheaper statistics (Holt, 
2007), it is necessary to start with understanding what policy makers and the public 
need from a statistical program and work backwards to the best combination of 
sources to meet those needs in as cost-effective and least burdensome manner as 
possible. Such sources may well include not only a survey, but also one or more non-
survey sources, such as administrative records, commercial and other transactional 
data, sensor data, and data “scraped” or otherwise extracted from the Internet.  In 
addition, the use of various modeling techniques will often be needed to make the 
most effective use of multiple data sources for a statistical program.  
 
5. Uses of administrative records 
 
 For U.S. government statistical programs, I argue that greater use of 
administrative records to bolster household surveys could be very helpful to improve 
quality, reduce burden, and potentially reduce costs. Administrative records are 
already used to a considerable extent in business statistics programs and in some 
components of household survey programs, but they could play a much more 
important role than at present. In this regard, the U.S., with its federal system of 
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government and decentralized federal statistical system, which imposes legal and 
operational barriers to using administrative records, lags behind many other 
countries. An encouraging step has been taken by the U.S. Office of Management 
and Budget, which issued a memorandum in February 2014 with the goal of making 
statistical uses of administrative records government policy 
(https://www.whitehouse.gov/sites/default/files/omb/memoranda/2014/m-14-06.pdf). 
  

Eight ways in which administrative records, suitably evaluated for quality 
compared with survey responses, can contribute to U.S. household survey data 
programs are listed below. There are examples of their use in government surveys, 
but in most instances, there remain many more opportunities to be exploited. 

 
�x Assist in evaluation of survey data quality, by comparison with aggregate 

estimates, appropriately adjusted for differences in population universes and 
concepts, and by exact matches of survey and administrative records. 

�x Provide control totals for adjusting survey weights for coverage errors, not only 
by age, sex, race, and ethnicity, but also by indicators of socioeconomic status. 

�x Provide supplemental sampling frames for use in a multiple frame design. 
�x Provide additional information to append to matched survey records to enhance 

the relevance and usefulness of the data with no additional burden. 
�x Provide covariates for model-based estimates for smaller geographic areas than 

the survey can support directly. 
�x Improve models for imputations for missing data in survey records. 
�x Replace “no” with “yes” for survey respondents who should have reported an 

item, replace” yes” with “no” for survey respondents who should not have 
reported an item, and replace reported values with records values for survey 
respondents who misreport an item, perhaps with perturbation if required to meet 
legal requirements for protecting records. 

�x Replace survey questions and use administrative records values directly, 
perhaps with perturbation. 

 
6. Uses of other data sources 
 
 In addition to administrative records, there are other non-survey data sources 
that can contribute to survey-based government statistical programs. Statistical 
agencies, however, face a challenging balancing act.  On one hand, they run the risk 
of looking “out of touch” if they do not strive to incorporate Internet-generated and 
other “big data” sources (e.g., data streams from recording devices), or what Groves 
(2011) terms “organic data,” into their work. On the other hand, it is no easy task for 
statistical agencies to evaluate and learn how to use such data sources in ways that 
do not compromise the quality and credibility of their series. Couper (2013) and 
Landefeld (2014) discuss perils in using “big data” for statistical estimation, while 
Horrigan (2013) gives examples of use. To determine appropriate uses, it would help 
to develop more illuminating concepts and terms to distinguish various non-survey 
data sources than the catchword “big data.” 
 
7. Conclusion  
 
 Survey researchers, in the United States and elsewhere, face grave 
challenges to the probability survey paradigm. They also have great opportunities to 
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enhance the utility and cost-effectiveness of surveys by using them in a multiple data 
sources paradigm to improve information for policy making and public understanding. 
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Ask the Experts - Call for Questions  
 
If you’d like to ask the experts a question, please contact Kennon Copeland at 
copeland-kennon@norc.org. 
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                   New and Emerging Methods  
 
 
 

 
Emerging Technologies:  

The Rise of Mobile Devices: From Smartphones to Smart 
Surveys  

Trent D. Buskirk, Ph.D. 
Marketing Systems Group 

 
The Mobile Device Landscape 
 
Over the past three decades cellular phones have seen an unprecedented 
development in both penetration and technological capabilities.  Since their creation, 
the number of these mobile devices1 in use around the world has surpassed the 
global population.  Specifically, most recent estimates from the U.S. Census Bureau 
puts the worldwide population at just over 7.25 Billion people while the mobile 
tracking company GSMA's real time tracker estimates that the number of connected 
mobile devices is just under 7.54 Billion worldwide.  Over the past 35 years, cell 
phones have also evolved from larger car phones to multimedia or flip phones with 
SMS/text and limited photo and internet capabilities to feature phones with more 
extended email and web services to smartphones which essentially employ operating 
systems and support downloadable applications (apps) that can be deployed by the 
user.  Currently, the majority of mobile devices in use today are a combination of 
feature phones and smartphones (Nielsen, 2013) and the overall usage and 
penetration of these two types of cell phones varies by region/country.  While the 
smartphone penetration in many industrialized countries exceeds 50% of the 
population, worldwide it is hovering just above 25% (International Telecommunication 
Union, 2014).  However, estimates published by eMarketer (2014) indicate that the 
trend in smartphone penetration among the worldwide population will approach 50% 
by 2018.  For some countries, smartphones are nearly ubiquitous or represent the 
vast majority of cellular phones in use (e.g. US, UK and Sweden) while in other 
countries, feature phones still represent the vast majority of devices used by 
subscribers (e.g. India, Russia, Brazil) according to estimates produced by Nielsen 
(2013).   
 
The Rise in Mobile Internet Activity  
 
With the increases globally in both feature phones and smartphones comes 
increases in shares of internet traffic from these devices.  In a recent report released 
by comScore (2015), this year marks the first time in history where the share of 
internet traffic from users who access the internet using only their mobile devices 
exceeded that of users who accessed the internet using only desktop computers.  

                                                
1 Mobile devices will refer to the full collection of internet capable cellular phones and 
for the purposes of this article will not include tablets. 
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The Statistics Portal from Statista estimates that over 90% of the global online 
population will access the internet using their mobile devices by 2017.  The share of 
total internet traffic accessed using mobile devices has also increased worldwide.  
Currently, StatCounter: Global Stats estimates that within the past three months 
(March – May, 2015) that the total share of internet traffic from mobile phone devices 
was just under 25% in North America, 21% in Europe, 46% in Asia, 38% in Africa 
and 18% in South America.  A recent report released by Nielsen (2014) estimates 
that on average U.S. adults spend about 27 hours per month using a computer to 
access the internet compared to 34 hours per month using a smartphone browsers or 
apps.  The increases in both mobile penetration and mobile internet traffic have also 
had an impact on online surveys as well.  Several studies have reported increased 
incidence of mobile phones used to access (and complete) online surveys.  For 
example, Courtright, Saunders and Tice (2014) report that the percentage of online 
surveys that have been accessed via a mobile device for one research company has 
increased from about 8% to over 27% between 2012 – 2014 and increased from 5% 
to just under 10% for another.  Back in 2010 Kinesis estimated the prevalence of 
these once called "unintentional mobile respondents" at around 2%.  What is clear is 
that increases in internet access via mobile devices has created a new breed of 
respondents who intentionally access the internet via mobile devices and that online 
surveys are no longer completed using a single mode.  
 
New Data Collection Avenues and Data Types for Mobile Devices  
 
Not only do mobile devices add heterogeneity to the modes by which online surveys 
can be completed, they also offer an array of new data that can be collected from 
respondents in their native environments as well as new ways to access data from 
respondents.  For example, researchers from medical, health and behavioral 
sciences are already making use of smartphone related apps for heart rate 
monitoring (Gregoski et al., 2012), glucose monitoring/diabetes management (Kumar 
et al., 2012) , flu tracking and for tracking daily activity (Lai et al., 2010).  Scagnelli et 
al. (2012) provide details on other types of data collected beyond answers to typical 
survey questions including product bar code capture as well as product picture data 
where access to the phone's camera was facilitated using a smartphone survey app.  
Michaud, Buskirk and Saunders (2014) also provided examples of using 
smartphones to capture picture data where the phone's web browser was used to 
facilitate camera access.  They also provided examples of voice-to-text data capture 
for open-ended survey questions.   
 
While most data survey researchers collect is active in that respondents answer 
questions or provide information that is requested of them, mobile devices open up 
the possibility of passively collected information as well.  While these data may 
initially require permission from the respondent, they are generally collected without 
the respondent having to provide direct answers to survey questions.  In this way 
passively collected data are like paradata, but may themselves represent key survey 
outcomes of interest or their correlates.  Some common examples of passively 
collected data include Bluetooth connected monitoring devices that transmit data to 
the smartphone and then to the researcher (e.g. heart rate monitor) or GPS location 
data that is collected over a specified period of time.  For example, Scagnelli et al. 
(2012) report on collecting GPS coordinates automatically using a survey app that 
was installed on Android smartphones provided to respondents and these 
coordinates were used to map out purchase locations for convenience items among 
Millennials.  Olson and Wagner (2015) also evaluated the feasibility of using a GPS 
logging app provided on mobile devices of field interviewers for tracking field work 
efforts.  As discussed in more detail in AAPOR's Emerging Technologies Task Force 
Report (2014), passive data collection of location-based data or other similarly 
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collected information can have great implications for improving measurement error 
often associated with recall biases or personal estimation biases.  Apart from 
passively collected data, new research has tested the use of smartphones for data 
collection gigs via crowd sourcing applications including Duan, Lai and Link (2013) 
and Welbourne et al. (2014).  A combination of passively collected crowdsourced 
data has also been used to track potholes on the streets of Boston since 2012 (see 
http://www.streetbump.org/ ) using an app installed on residents' smartphones. 
 
In addition to respondent data that can be captured either actively or passively using 
Smartphones, new types of paradata can also be tracked.  One of the most notable 
is the user agent string (Callegaro, 2010) that can be used to parse out the type of 
device used to access online surveys as well as properties of the browser initiating 
the request.  Michaud, Saunders and Buskirk (2014) show how these user agent 
strings were used to sort out both missing data and possible primacy effects for 
online mobile surveys.  Another important piece of new paradata comes from the 
information that is tagged on photographs captured and transmitted using their 
mobile devices.  Certainly, respondents could upload similarly tagged photos from 
their desktop or laptop computer, but what is perhaps new is that the photos that are 
captured using a mobile device may have time and location data that more closely 
coincide with where and when survey data collection occurred and are likely to be 
outside the respondent's home.  This paradata does raise some privacy concerns for 
researchers as outlined in the Emerging Technologies Task Force Report (AAPOR, 
2014).  In the case of app-based surveys (discussed in more detail later), the number 
of times a respondent "checks into the app" and the amount of time elapsed from in-
app survey request to survey completion are examples of paradata that might be 
used to examine survey engagement or survey quality.  Page load times and the size 
of transmitted data from respondents' devices are not new as they can be collected 
already for online surveys – but take on new currency in the mobile space as they 
relate to respondent burden associated with user data allowances (Buskirk, 2015).   
 
Emerging Best Practices for Deploying and Designing Smartphone Surveys  
 
Over the past five years, survey researchers have begun to explore different ways to 
conduct surveys using smartphones as well as how those surveys might be 
optimized to improve measurement and reduce potential mode effects.  Smartphones 
represent a survey mode for which potential respondents have themselves gained 
extensive experience using – including checking emails, using apps and browsing 
the web (Link and Buskirk, 2013).  In order to develop optimal experiences for 
respondents using smartphones, respondent expectations regarding intuitive apps, 
fast loading mobile web pages and simple navigation must be considered in addition 
to new dimensions of burden including both personal components, such as safety 
and privacy, as well as technological components, such as data consumption, 
bandwidth and battery drain (Buskirk, 2015). 
 
While there are yet no definitive best practices for smartphone surveys some general 
taxonomies for deploying smartphone surveys have been offered (Buskirk and 
Andrus, 2012) and a growing body of literature has emerged from which best 
practices and recommendations on smartphone survey designs are beginning to 
emerge with some consistency.  For a good starting place for the "bigger picture" 
readers should consult the AAPOR Emerging Technologies Task Force Report 
(AAPOR, 2014).  More comprehensive emerging best practice recommendations can 
be found in Link and Buskirk (2012) or Buskirk (2015); a quicker snapshot of tips can 
also be found in McGeeney (2015).  In what follows we will offer a very top-level 
overview of some of the current approaches for deployment and design of 
smartphone surveys.  
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Survey Deployment Method   
 
The smartphone itself represents a single device that can be used for surveys in 
more than one mode.  For example, the smartphone can be used for traditional 
telephone surveys, for short text message surveys and for online surveys using 
either the phone's internet browser or through an app loaded onto the phone.  
Buskirk and Andrus (2012) provide a more detailed discussion of the primary 
methods for deploying surveys via smartphones including: surveys via SMS or text 
message, mobile browser surveys and app/ app-like surveys.  In this taxonomy 
mobile browser surveys are further categorized into two types: passive and active.  
Passive mobile browser surveys involve no special optimization or consideration for 
mobile devices and these types of surveys are simply designed and intended for 
completion on computers but in reality are completed using a mobile device.  In 
comparison, active mobile browser surveys represent surveys that have some 
degree of optimization for completion on mobile devices.  App-like mobile browser 
surveys, sometimes referred to as "native web apps" represent the greatest degree 
of mobile optimization in that they make use of heavy scripting to allow the survey 
completed using a smartphone browser to appear and function more like a 
smartphone app rather than a web survey.  Surveys deployed by apps represent the 
highest degree of optimization and control for the survey designer but require 
development for multiple device operating systems such as Android, Windows and 
IOS and require respondents to download the app prior to survey completion. 
 
To date, passive mobile browser surveys represent one of the more common 
deployment methods for mobile surveys.  Our earliest understanding of potential 
mode effects for these types of smartphone surveys comes from studies that tracked 
the device used for accessing online surveys using the user agent string.  From 
these surveys and "natural" experiments a profile of the consequences of not 
adapting survey content to the mobile environment has emerged to include reports of 
significantly longer survey completion times (Cunningham et al., 2013 and Peterson, 
2012), higher break-off/drop-out rates (Saunders and Kessler, 2015; Poggio, Bosnjak 
and Weyandt, 2015; Cunningham et al., 2013 and Petersen, 2012) and different 
demographic profiles of survey completers compared to those computer completers 
(Wells, Bailey and Link, 2012 and Peterson et al., 2013).  Essentially, this growing 
body of research has shown that a one-size fits all approach for online surveys may 
not work.  As Peytchev and Hill (2010) note  "mobile web surveys have unique 
features, such as administration on small screens and keyboards, different 
navigation, and reaching respondents in various situations that can affect response 
processes.”  Indeed, the emerging research on passive mobile browser surveys 
seems to indicate that some of the tenets and best practices for online surveys don't 
automatically translate into the mobile landscape and particular attention to 
optimizing for mobile devices is needed.   
 
Active mobile browser surveys provide optimization of survey content, questions and 
response options and formats for mobile devices.  While optimization for mobile 
devices is a key tenet of these smartphone surveys, the degree of optimization can 
vary from one active mobile browser survey to the next.  This variability is a key 
component to understanding differences across studies in survey completion times, 
break off as well as differences in response distributions.  For example, if an active 
mobile browser survey uses a company logo on each survey page that is based on a 
large graphics file (which is typical for computer surveys) rather than a compressed 
version of the graphics file more suitable for mobile devices, then completion times 
across these two active mobile browser surveys could be confounded by the amount 
of time required for downloading the two types of images.  A growing number of 
studies has emerged reporting results of experiments comparing passive and active 
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mobile browser surveys to online surveys completed via computers including recent 
work by Peterson and colleagues (2013) as well as Baker-Prewitt and Miller (2013).  
Peterson et al. (2013) report that active mobile browser surveys fared better than 
passive browser surveys and produced results that were more consistent with 
respondents completing the online surveys using computers.  Peterson and 
colleagues also reported that passive mobile browser survey completion times were 
on average longer than active mobile browser surveys which, in turn, were longer 
than those for surveys completed via computers.  The extended time needed to 
complete passive mobile browser surveys compared to active moble browser 
surveys was also consistent to completion times reported by Baker-Prewitt and Miller 
(2013); however Baker-Prewitt and Miller note that on average, active mobile 
browser survey completion times were shorter than the completion time for surveys 
taken via computers.  Baker-Prewitt and Miller also reported higher drop-out and 
higher straight-lining rates for passive mobile browser surveys compared to either 
active mobile browser surveys or those completed using a computer.  
 
Buskirk and Andrus (2014) reported on one of the early experiments comparing 
possible mode effects between app-like mobile surveys compared to online surveys 
completed by computer.  They report shorter survey completion times, on average, 
for app-like smartphone surveys compared to those completed via computers along 
with some differences in key survey outcomes including greater number of 
smartphone apps for those completing the app-like survey compared to respondents 
completing via computers. Mavletova and Couper (2013) also compared app-like 
smartphone web-based surveys to surveys completed using computers.  Different 
from the findings from Buskirk and Andrus, Maveltova and Couper report longer 
completion times, on average, for those completing the app-like surveys on 
smartphones compared to computers.  Differences in the completion time effects by 
mode could be related to differences in optimization for the two app-like surveys as 
we mentioned previously.  Mavletova and Couper also report a greater number of 
mobile surveys were completed outside of the respondent's home compared to those 
completed on computers.  No differential effects of satisficing were found across the 
two modes, however. 
 
A recent report by the Pew Research Center (2015) offers a very comprehensive and 
thoughtful investigation of survey apps versus mobile optimized surveys for 
experience sampling method surveys (e.g. repeated surveys over short time intervals 
completed upon signals from researchers).  Other work involving the use of a survey 
app for data collection has also been explored by Lai et al. (2013) and Lai et al. 
(2014).  One aspect of app based surveys that needs careful consideration relates to 
the "fit for purpose" concept of surveys.  For one-time surveys, an app may be too 
large of a proposition in that respondents must take the extra step of downloading 
and installing the app prior to completing any survey questions.  Lai et al. (2013) 
report that only 41% of eligible respondents recruited to download a survey app 
actually did.  This loss in response due to app download requirement was also noted 
by Johnson et al. (2012) who reported that only 37% of eligible mobile respondents 
willing to participate actually downloaded the survey app.  Those who downloaded 
the app represented only 16% of the total number of online panelists who were 
invited to participate, overall.  Wells, Bailey and Link (2014) compared an app-based 
mobile survey to one that is completed on computers for a subset of respondents 
recruited from a national probability panel.  They report few mode differences 
between app-based smartphone surveys and those completed online using 
computers.  So while there is burden associated with app downloads, smartphone 
apps that administer surveys give researchers the most control over design offer the 
largest range of features (such as flash video content) that can be deployed on 
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respective devices.  However, separate versions of these apps must be designed for 
each mobile operating system.   
 
The research on the utility of the other smartphone survey deployment methods 
described by Buskirk and Andrus (2012) is also beginning to emerge.  For example, 
Schober and colleagues (2015) report on an experiment using text messaging 
surveys that have either been automated or are interactive with an interviewer who 
texts survey questions to respondents in real time.  Compared to the control 
conditions of human and automated phone interviews, the text conditions show 
favorable results on more complete answers to sensitive questions.  This finding has 
also been supported by international work of West and colleagues (2015) who 
compared simple real-time text surveys and modular text surveys to voice interviews 
with a live interviewer in Nepal.  Schober et al. (2015) also report that respondents in 
the texting condition reported strong preference for future interviews by text and West 
et al. (2015) report that an overwhelming majority of respondents found single text 
questions per day "very easy."    
 
Survey Invitation  
 
Going beyond texting as a means for surveying, several studies have investigated 
their use for survey invitations compared to the more common email invitation 
standard for online surveys, in general.  Mavletova and Couper (2014) also reported 
that SMS texts can be more efficient compared to emails in encouraging respondents 
to complete surveys using mobile devices rather than computers and de Bruijne and 
Wijnant (2014) found that among known smartphone users, survey response rates 
were higher for those who received an SMS invitation compared to an email 
invitation.  A recent study has also looked at various ways email invitations can be 
optimized for smartphones using responsive design techniques specifically applied to 
email.  Saunders and Kessler (2015) compared two versions of survey invitations 
sent via email to prospective respondents using standard formatting and responsive 
email designs (see Buskirk, 2015).  They also compared using a start button in these 
emails versus including answer choices for the first survey question as an embedded 
survey start.  They report that responsive email designs lead to higher completion 
rates relative to the standard emails.  They also found that embedding the first survey 
question as the "start" trigger for the survey lead to twice as many clicks and 65% 
more completed surveys compared to the standard email invitation with the usual 
"start" button.  By the end of the third quarter of 2014 Experian estimated that roughly 
53% of total email opens occurred on a mobile device.  While the work is emerging 
on the relationship between survey invitation and survey completion on mobile 
devices, more understanding between the interplay between type of invitation and 
type of mobile survey optimization is needed to develop refined best practices on 
survey invitations for mobile surveys.   
 
Survey Length  
 
While no definitive best practice on survey length for mobile surveys has been 
established, the general consensus is to try to make smartphone surveys shorter 
rather than longer.  A recent study found that only 25% of smartphone users are 
willing to spend more than five minutes completing surveys (Kelly et al., 2013).  Keep 
in mind that smartphones are portable and respondents can be outside the home and 
may not be free from other distractions for a longer period of time in order to 
complete the survey.  Maveltova and Couper (2013) found that more surveys were 
completed outside the home for mobile respondents compared to computer 
respondents.  One thing to note here is that user tolerances for longer surveys could 
be improved by choosing a better deployment method – one that places less burden 
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on the respondents' time by being easier to navigate (Link and Buskirk, 2012), 
including images that are optimized for mobile devices to reduce page load times 
(Buskirk, 2013) and using question types that reduce the number of clicks or taps 
required to provide answers to posed questions (Buskirk, 2015).  In fact, Johnson et 
al. (2012) report survey completion times that were approximately two minutes 
shorter for a survey completed using a mobile app designed to optimize survey 
presentation on mobile devices compared to an identical survey completed via 
computers.  Some researchers have proposed modular surveys as one potential 
solution for making surveys that are long by design more tolerable for mobile devices 
by breaking them into a series of shorter surveys (see Kelly et al., 2013 or Johnson 
et al., 2012).  More work is needed to better understand how to optimally split longer 
surveys into shorter modules and what length is most optimal for these shorter 
surveys.   
 
Survey Question Format  
 
A growing body of literature has begun to examine how question formats that have 
traditionally been used in online surveys completed using computers translate into 
those completed via mobile devices.  As you might imagine, some question types 
that ask respondents to select a single response from a short response set using 
radio buttons translate fairly easily from online to mobile.  Implementing grid 
questions, traditionally used in online surveys completed by computer, have 
presented many challenges for mobile surveys.  Sterrett et al. (2015) discuss issues 
with presenting grids on smartphones including increased respondent burden of 
having to scroll both vertically and horizontally to answer each of the questions in the 
grid.  Thomas et al. (2015) discuss the optimization of grids on smartphones by 
reducing the number of scale points presented on mobile devices relative to PCs.  
Research on using slider bars versus radio buttons has been reported by Michaud, 
Saunders and Buskirk (2014) and Toepoel and Funke (2014).  Studies using scrolling 
versus paging question presentation have also been conducted by Mavelotova and 
Couper (2014) and de Bruijne and Wijnant (2014).  Both of these studies found 
slightly shorter survey completion times using scrolling survey formats in which more 
questions are placed on fewer pages and require the respondent to scroll down the 
mobile survey web pages to complete the survey.  Both of these studies also 
reported that scrolling survey formats on lead to slightly higher item missing rates.  
Tips for mobile survey design based on these and other studies have been 
suggested by McGeeney (2015) and Buskirk (2015).  
 
Recommended Resources for Smartphone Surveys  
 
For those researchers who might be new to smartphone surveys or who might want 
to deploy such surveys in new countries or with different target populations, there are 
several resources that might be of interest to you.  As we have already referenced, 
the AAPOR Emerging Technologies Task Force report (2014) is a great starting 
place for a broad overview on this topic.  More practical advice on how to create web 
pages for mobile devices including information about touch interfaces, font size 
recommendations and color schemes can be found in the Mobile Web Best Practice 
Guidelines – a report produced by the World Wide Web Consortium (see: 
http://www.w3.org/TR/mwabp/).  The European Society for Opinion and Market 
Research (ESOMAR) has also issued two reports that might be of interest including 
the "Guidance for Mobile Market Research" as well as the "Key Requirements for 
Mobile Research"  (see: https://www.esomar.org/knowledge-and-standards/codes-
and-guidelines/mobile-guideline.php).  There are also three websites of note that 
offer many resources for understanding mobile device penetration as well as other 
issues related to mobile web design including: (1) StatCounter Global Statistics  
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(http://gs.statcounter.com/) allows the user to create graphs by platform comparing 
various device usage statistics (e.g. browser type, screen resolution, search engine 
use, social media use) by country, region or for the entire globe and over time 
ranging from 2008 to present; (2) Our Mobile Planet 
(http://think.withgoogle.com/mobileplanet/en/) provides cross tabulations of user 
penetration and device types for a host of countries and specific user related 
variables; (3) Mobi-Thinking (http://mobiforge.com/mobithinking) provides a host of 
articles on market penetration statistics for mobile devices and operating systems 
worldwide along with a host of thought pieces on issues related to mobile web design 
and implementation. 
 
What's Next for Smartphone Surveys  
 
While the literature and practice of mobile surveys continues to develop at a healthy 
pace and best practices continue to emerge, there are still areas of design that have 
yet to be solved completely.   Making grid presentations consistent and optimal 
across mobile and computer versions of online surveys still needs rigorous 
exploration.  While some research posits that grids on mobile devices may not be 
viable (see McGeeney, 2015 or Sterrett et al., 2015  for example), others have 
modified grids in various ways to include shortening the number of answer choices 
that are provided in response scales on mobile devices (see Thomas et al., 2015, for 
example).  Another related issue that needs more attention involves components of 
mode effects that are related to possibly different presentations of questions for 
smartphones compared to PC.  In some ways, it seems reasonable to think about the 
question presentation to be as native as possible for the given device on which they 
will be completed, but this decision then opens the question about device/mode 
effects versus question presentation effects and how these two might be confounded.  
For example, if grids are enabled on computer versions of surveys but they are 
collapsed on mobile devices to be presented as a series of questions that each have 
the same response set (e.g. the response scale options shown in the grids), then 
differences across mode will be possibly confounded with the way grid questions 
were presented.  We need experiments that not only compare answer distributions 
and other aspects of survey completion across devices, but also a new level of 
experimentation that looks at various design and presentation options both within and 
across devices to better understand the components of mode effects that are 
associated with differences in question designs versus those that are generally 
associated with mode.  To adequately move smartphone surveys from emerging to 
surging we encourage anyone working on experiments regarding question types or 
other user experiences with mobile survey designs to publish and contribute your 
work to conferences, journals or other accessible venues so we can all continue to 
learn how to make our surveys smarter than smartphones!   
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A STATISTICAL FRAMEWORK FOR ANALYSING BIG DATA  

Dr Siu-Ming Tam 
Australian Bureau of Statistics2 

1. INTRODUCTION 
 

In a 2014 talk to the Victorian Branch of the Australian Statistical Society, Professor 
Terry Speed, an eminent mathematical statistician and winner of the 2014 Australian 
Prime Minister’s Science Award, expressed surprise about the lack of visibility of 
statisticians in the Big Data debate, and said “…the absence of statisticians in Big 
Data activities is striking (to a statistician)”.  He also observed that there was 
generally lack of presence of statisticians in national and international conferences 
on Big Data. 
 

In an article entitled “Big Data or Big Fail? The Good, the Bad and the Ugly and the 
Missing Role of Statistics”, Iacus (2014) echoed Terry Speed’s point about the role 
statistics and statisticians can play in the field of Big Data. 
 

Against this background, I warmly welcome the well written and researched Report 
by the American Association for Public Opinion Research (AAPOR) Task Force 
(Japec et al., 2015).  The references provided in the Report would be very useful to 
statisticians who want to use Big Data or make a contribution to the Big Data debate. 
I particularly like the report’s comprehensiveness in raising the many different issues 
of Big Data, covering not only what it is and why it matters, but also the policy, 
technical and technology challenges facing users of Big Data in solving business 
problems or finding answers to societal questions. 
 

As a practicing official statistician, I find Section 7 of the AAPOR Report very 
interesting, and in particular, Sub-section 7.3 about combining Big Data and Survey 
Data.  I would therefore devote most of my comments on this issue.  I would also 
outline the preliminary work undertaken in the Australian Bureau of Statistics (ABS) 
to investigate into the business case and validity of harnessing certain Big Data 
sources for the regular production of official statistics. 
 

2. THRESHOLD CHALLENGES FOR BIG DATA  

Whilst the Report has outlined a number of key challenges for Big Data use and 
analysis, I would contend Business Case, using Big Data in statistically valid ways, 
i.e. Validity of Statistical Inference (page 22 of the Task Force Report) and Data 

                                                
2 Views expressed in this paper are those of the author and do not necessarily represent those of 
the Australian Bureau of Statistics.  Where quoted or used, they should be attributed clearly to the 
author. 
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Ownership (page 30) are the threshold challenges confronting official statisticians in 
the use of Big Data in the regular production of official statistics. 
 

In saying this, I am not downplaying the other challenges such as Data Stewardship, 
Data Collection Authority, Privacy and Re-identification.  National Statistical Offices 
(NSOs) are generally well set up and have developed capability to address these 
challenges.  For example, many statistical offices have already developed methods, 
processes and procedures to address privacy and confidentiality issues in their 
statistical releases – see, for example, the Special Issue of the Statistical Journal of 
the International Association of Official Statistics on “Official Statistics and Micro 
Data: Access and Confidentiality” released in 2009 – which may be adapted to 
address releases based on, or supplemented by, Big Data.  A detailed discussion of 
the Big Data challenges faced by NSOs are provided in Tam and Clarke (2015a).  My 
contention is that if the threshold challenges cannot be overcome, i.e. there is no 
business case for using a particular Big Data source, if the Big Data source cannot 
provide valid statistical inferences, and if the Big Data source is not available to 
official statisticians, there is no question of using the Big Data source in regular 
statistical production, and the other challenges do not arise. 
 

3. BUSINESS CASE 
 
What is the Business Case of Big Data?  Business case comprises business need – 
what business problems we want to solve and can Big Data be part of the solution – 
and business benefit – whether the benefit of Big Data as a solution does outweigh 
the costs? 
 

Being a collective term for a diverse range of data sources (page 5), the business 
case for Big Data does vary from source to source.  For example, there is clearly a 
business case in the use of Administrative Data (page 9) by official statisticians in the 
production of official statistics, e.g. in the use of birth, death and migration records to 
complement the data from population censuses to provide contemporary population 
estimates.  Cargo manifests are used to produce trade statistics.  Without these 
sources, it will not be possible to provide population estimates or trade statistics.  In 
other words, these sources provide valuable information to fill a data gap. 
 

However, I have heard of propositions such as “… let’s bring all the Big Data into our 
organisation and then figure out what we want to do with it.  And to effectively do this, 
let’s upgrade our computer hardware, or software, because Big Data requires big 
data processing capabilities …”.  These propositions worry me as they put the cart 
(Big Data) before the horse (business problems) and treat “Big Data as a solution in 
search of a problem”. 
 

In my view, Big Data should only be used if it can: 
�x improve the product offerings of statistical offices e.g. more frequent release of 

official statistics, more detailed statistics, more statistics for small population 
groups or areas, or filling an important data gap – business need; or 

�x improve the cost efficiency in the production of official statistics – business 
benefit. 
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The AAPOR Report rightly points out (page 15) that the “costs and risks of realising 
these (i.e. Big Data) benefits are non-trivial”.  For example, in the case of satellite 
data, whilst the risk of not having access to the data is small given that most of these 
are available free of charge on the internet, the cost associated with creating the 
ground truth data and marrying them up with satellite data, at the observation unit 
e.g. a statistical local area the cost of storing, cleaning, processing, quality assuring 
and software development are substantial.  In the case of the Australian Bureau of 
Statistics (ABS), while the business need for using satellite data, instead of direct 
data collection, to estimate crop areas and crop yields has been well established, the 
business benefit has yet to be assessed. 

 

4. A POSSIBLE APPROACH TO USING BIG DATA FOR 
OFFICIAL STATISTICS  

An approach which has recently been actively pursued at the ABS (Tam and Clarke, 
2015b) for the use of Satellite data in official statistics production is to consider the 
N 1�u  vector of measurements, tY , of interest to the official statistician, e.g. crop 

areas or yields, at time t as a realisation of a super-population model, with the Big Data 
augmented with non-Big Data sources, tZ , treated as a (design) matrix of covariates 

for the model, i.e. 

 t t t t� ��Y Z e�E  (1) 

and allowing the vector of regression parameters, t�E, to change over time, i.e. 

 t t t t .��� ��H 1� E � E � H (2) 

Here N  denotes the size of the finite population e.g. total number of land parcels.  
Equations (1) and (2) form the well-known State Space Model.  Under this 
formulation, we consider that a sample, ts , of units is chosen, e.g. a sample of 

observation units at time t , on which observations of the value of otY , where ‘o’ 

denotes observed (or responding) units, are obtained.  Denote by ‘ m ’ the units in ts  

on which there is no observation, i.e. missing data, and ‘ r ’, the units of ts  not 

selected in the sample, then the vector tY  can be partitioned as 

�� ��t ot mt rt, , .�c� Y Y Y Y   State Space Models were used in Tam (1987) for predicting 

finite population parameters in finite population sampling. 

 

Assuming that we can match these observed units to the corresponding units in the 
Big Data source and non-Big Data sources available to the statistician e.g. 
geographic location (in a survey, the linkage is automatic through the questionnaire 
as a collection instrument), and as can be seen from diagram 5.1 below, for every 
unit in the sample, ts , one of the following two conditions will apply, namely, that 

there is a corresponding set of data from Big Data for the unit, and there is not.  
Denote by ‘ B ’ those units that have Big Data information, and ‘ B�� ’ those that don’t.  
Then (1) can be re-written as: 
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Y

Z e

� � � �

� � � � � �

� � � � � �

��

�E  (3) 

Note that (3) can be extended to Generalised Linear Models and Generalised Linear 
Mixed Models – see the penultimate section of this paper. 

Let tI , tR  and tR  denote random variables representing sampling, response and 

Big Data under-coverage processes respectively.  These are column vectors whose 

i-th  element is given by t( )
i�GI , t( )

i�GR  and t( )
i�GR  respectively, which is ‘one’ if the i-th  

unit is in the sample, responded or covered in the Big Data respectively; and ‘zero’ 
otherwise. 

The inference problem under the model (2) and (3) can then be stated as follows: 

1. The data for inference for the finite population, say the population total, �c1 Y , at 
time t  are 

 �^ �`B B B B B B B BB B

( t )
o 1 o 1 o 1 m 1 r 1 o t o t o t m t r t, , , , , , , , , ,� D Y Y Z Z Z Y Y Z Z Z

� � � �
��  

and ( t ) ( t )( t )
1 2� �‰P P P  

where �^ �`( t )
1 1 t t1 , , , ,� P I R I R��  

and �^ �`( t )
1 t2P , , .� �� RR  

2. Model-assisted methods (Särndal et al., 1992) and model-based methods 
(Chambers and Clark, 2012), including Bayesian methods (Puza, 2013), may 
be applied for making inference. 

3. Whatever method of inference is used, the official statistician needs to 
understand, or make assumptions, about the processes leading to the missing 
and non-sample data, i.e. how those highlighted in black in equation (3) come 
into being; Where missing at random conditions are not met (see Section 5 
below), modelling for the missing and non-sample selection processes have to 
made.  For Big Data sources, this can be very challenging, if not 
insurmountable. 

 

5. VALIDITY OF STATISTICAL INFERENCES  
 

I welcome the attempt by the Task Force to provide a total error framework for Big 
Data (page 18), and Couper (2013) provides a good description of the types of errors 
encountered in Big Data. 
 

I cannot agree more strongly with the Report that “… using Big Data in statistically 
valid ways is challenging and one misconception is the belief that the volume of the 
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data can compensate for any other deficiency in the data (Big Data Hubris)” (page 
22).  Unlike sampling errors, non-sampling errors will not be reduced by increasing 
the sample size.  Likewise, correlation is not the same as causality.  In a recent 
article in Significance, entitled “Big Data, Big Mistake?”, Harford (2014) showed how 
such a misunderstanding can have fatal consequences.  The Report’s reference to 
Fan et al. (2014) is particularly valuable to those Big Data enthusiasts who believe 
that size is everything! 
 
To explore the conditions for validity of statistical inference, we will depict the 
relationship between a particular Big Data source (e.g. satellite imagery data) and the 
target population of interest (e.g. the land parcels) to the official statistician, in 
diagram 5.1 below.  As well, we will make the simplified (but not always true, e.g. 
social media data) assumption that the unit of interest in the target population will 
appear in the Big Data source, if at all, only once.  This is to ensure the possibility of 
making an unique linkage between the Y  value of a unit in the target population and 
the corresponding Z  values from Big Data (and non-Big Data sources).  (Note that if 
there are multiple appearances, an approach that may be adopted would be 
randomly choose one appearance where the appearances are homogeneous, 
include an additional covariate where there is structured heterogeneity, or use a 
repeated measures model (Denham  
et al., 2011) where the appearances are sufficiently heterogeneous.) 
 
The joint areas of the two big circles in diagram 5.1 are divided into three segments – 
under-coverage, i.e. information of interest to the official statistician but not available 
from Big Data; over-coverage, i.e. information available from Big Data that is of no 
interest; and finally, information of interest and available.  Also, the ‘system’ can be 
described as comprising a data process, state process and censoring process, with 
prior distributions ( )f �M, ( )f �T  and ( )f �I  with known hyper-parameters. 

 
Under the approach advocated in this paper, I assume that a probability sample (so 
as to fulfil the non-informative sampling conditions for descriptive and analytic 
inferences – see (6) and (10) below) is drawn from the population of interest, from 
which observations are made.  These, combined with the corresponding Big Data for 
the same observation units, are used to provide the posterior distribution of the 
model parameters – the Estimation step.  The resultant posterior distribution, 
together with the Big Data for the non-sampled units, are then used to predict the 
values of these units using the predictive distribution – the Prediction step. 
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5.1  Integrating designed data with found data 

                          Over-coverage, not relevant for  inference 

B Br t r t,
��

Y Z  

 

BB rr tt ,��
ZY  

 
                                         Sample 
                                                             Big Data 
                           Inference 
                           Population 

At time = t , State Space 
Process comprising: 
 
Data Process – �� ��t ;Y �Mf  

 
State Process – �� ��t ,� E � Tf  

   assumed to be Markovian. 
 
‘Censoring Processes’ –  

�� �� �� �� �� ��t t t, , , , ,I R� I � I � If f f R  

 
Parameter Models –  

�� �� �� �� �� ��, ,� M � T � If f f  

 

Data – ( t ) ( t ),D P  
 
Blue denotes 
observed/available. 
 

  

B B BB m t o t m to t , , ,Y Z ZY
� � � � � ���

 

 
 
 
Values of Y  in units denoted 
by ‘ B�� ’ not available due to 
under-coverage. 

BB B Bmo t ttt o m, , ,Y Z ZY  

 
 
 
Values of Y  in units 
denoted  
by ‘ r ’ not available due to 
the sampling process, t .I  

Conceptualise missing 
values due  
to Non-response Process, 

tR , applied to Big Data 

Values of Y  in units 
denoted  
by ‘ m ’ not available due to a 
missing process applied to 
the sampled data, t .R  

 

 

5.1  Descriptive inferences  

Under a Bayesian framework, the predictive inference of tY , �� ��( t ) ( t )
t ,Y D Pf , 

given the data ( t )D  and ( t )P  – which I shall denote by ( t ) ( t )
t ,� ª � º

� ¬ � ¼
Y D P  to simplify 

notation – is given by 

 

( t ) ( t ) ( t )( t ) ( t )
t t1 2 2( t ) ( t )

t ( t ) ( t ) ( t )( t ) ( t )
1 2 2

( t )( t )
t 2

, , , ,
,

, ,

, ,

� ª � º� ª � º
� ¬ � ¼� ¬ � ¼� ª � º� 

� ¬ � ¼� ª � º� ª � º
� ¬ � ¼� ¬ � ¼

� ª � º� 
� ¬ � ¼

P Y D P Y D P
Y D P

P D P D P

Y D P

 

provided that ( t ) ( t ) ( t ) ( t )( t ) ( t )
t1 2 1 2, , , .� ª � º � ª � º� 

� ¬ � ¼ � ¬ � ¼
P Y D P P D P  (4) 

Assuming further that the finite population sampling and non-response processes at 
time 1�W and 2�W are independent for 1 2� W � z � W and 1 2, 1, ,t� W � W �  �� , sufficient conditions 

for (4) to hold are 
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 , , , , ,� W � W � W � W � W � W � W � W � W� ª � º � ª � º� � ¬ � ¼ � ¬ � ¼R I Y D R I DR R  (5) 

and , , ,� W � W � W � W � W � W � W� ª � º � ª � º� � ¬ � ¼ � ¬ � ¼I Y D I DR R  (6) 

for 1, ,t .� W �  ��  

 
Equation (6) holds for probability sampling, and Equation (5) holds if the non-
response mechanism is missing at random (MAR) (Rubin, 1976).  See, for example, 
Little and Rubin (2002) for response process modelling in which MAR does not hold. 

Now ( t ) ( t )( t ) ( t ) ( t ) ( t )
t t c c2 2

( t ) ( t ) ( t ) ( t ) ( t ) ( t )
t c t c c2

( t ) ( t ) ( t )
t c c

( t )
t

, , , ,

, , , ,

, ,

d

d

d

� ª � º� ª � º�v � ¬ � ¼� ¬ � ¼

� ª � º� ª � º� � ¬ � ¼� ¬ � ¼

� ª � º� � ¬ � ¼

� ª � º�v
� ¬ � ¼

�³

�³

�³

Y D P Y D D P D
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provided that ( t ) ( t )( t ) ( t ) ( t )
t c t2 2, , , ,� ª � º � ª � º� 

� ¬ � ¼ � ¬ � ¼
P Y D D P Y D  (7) 

where 
 

�^ �`B B B BB B B B B B B B B B

( t )
c m 1 r 1 m 1 r 1 o 1 m 1 r 1 m t r t m t r t o t m t r t, , , , , , , , , , , , , ,� D Y Y Y Y Z Z Z Y Y Y Y Z Z Z

� � � � � � � � � �� � � � � � � � � �
��

 
represents the set of unobserved response variables and covariates in (3) for time 1 
to time t .  

Assuming that the under-coverage ‘processes’ for Big Data at time 1�W and 2�W are 

independent for 1 2� W � z � W and 1 2, 1, ,t� W � W �  �� , sufficient conditions for (7) to hold are: 

 c, , , ,� W � W � W � W � W � W � W� ª � º � ª � º� � ¬ � ¼ � ¬ � ¼Y D D R Y DR  (8) 

where �^ �`B B B BBo o o m 1 r, , , ,� W � W � W � W � W � W� D Y Y Z Z Z
��

 

and �^ �`B B B B B B Bc m c r c m c r c o c m c r c, , , , , , .� W � W � W � W � W � W � W � W� D Y Y Y Y Z Z Z
� � � � � � � � � �

 

Note that c, , , ,� W � W � W � W � W � W � W� ª � º � ª � º� � ¬ � ¼ � ¬ � ¼Y D D R Y DR  for 1, ,t ,� W �  ��  may be satisfied for 

certain Big Data sources e.g. administrative data, but not others e.g. data from social 
media where participation is self-selected. 
 

Where (4) and (7) are satisfied, ( t ) ( t ) ( t )
t t, .� ª � º � ª � º�v

� ¬ � ¼ � ¬ � ¼
Y D P Y D   In other words, the 

sampling, missing data and under-coverage processes can be ignored when making 
inference about t .Y  

Where (7) is not fulfilled, predictive inferences for Big Data will have to be based on 
( t )( t )

t 2, ,� ª � º
� ¬ � ¼
Y D P  which in turn requires modelling of ( t )

2 .P  

Prediction with missing covariates can be a very challenging problem.  See, for 
example, Chapter 4 of Wu (2010) for possible methods and references to tackle this 
issue. 
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5.2  Analytic inferences  
 
The posterior distribution of the parameters, �T and ,�M is given by 

 

( t ) ( t ) ( t ) ( t ) ( t ) ( t )
c c
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d  

provided that ( t ) ( t ) ( t ) ( t ) ( t )
c, , , , , .� ª � º � ª � º� 

� ¬ � ¼ � ¬ � ¼
P D D P D� T � M � T � M (9) 

Sufficient conditions for (9) to hold are 

 ( t ) ( t ) ( t ) ( t )( t ) ( t ) ( t )
c1 2 1 2, , , , , , ,� ª � º � ª � º� 

� ¬ � ¼ � ¬ � ¼
P D D P P D P� T � M � T � M (10) 

and ( t ) ( t )( t ) ( t ) ( t )
c2 2, , , , , .� ª � º � ª � º� 

� ¬ � ¼ � ¬ � ¼
P D D P D� T � M � T � M (11) 

Where (10) and (11) are satisfied, 

 �> �@(t ) ( t ) ( t ) ( t ), , , , .� ª � º � ª � º� ª � º�  � v � ª � º� ¬ � ¼� ¬ � ¼� ¬ � ¼ � ¬ � ¼
D P D D� T � M � T � M � T � M � T � M � M 

Whilst the above is formulated under a Bayesian framework, I note that the data, 
( t )D  and ( t ),P  are ancillary for tY  or ( , )�c� T � M under the assumptions laid out above.  

Under the conditionality principle, frequentist inference for tY  or ( , )�c� T � M should be 

based on holding the data, ( t )D  and ( t ),P  fixed (see, for example, Cox and Hinkley, 

1974, page 31). 
 

6. DATA OWNERSHIP 
 
I also agree that data ownership and access is a key issue for NSOs and one where 
there is a generally lack of legislation and a supporting framework (page 30).  The 
challenge is to unlock public good from privately collected data whilst protecting the 
commercial interests of the data custodians. 
 
In many cases, commercial value is placed on primary and derived non-government 
data sets by their owners, since either the provision of such data is the basis of their 
business, or its possession is a significant element of competitive advantage.  This 
raises the issue of how the NSO might acquire commercially valuable or sensitive 
data for statistical production, particularly if the statistics compete directly with 
information products created by the data owner or they compromise its market 
position.  This issue is made more complex by the fact that there may be several 
parties with some form of commercial right in relation to a data set, either through 
ownership, possession or licensing arrangements. 
 
Much Web content is also unstructured and ungoverned – the metadata describing 
its usage and provenance (origin, derivation, history, custody, and context) are either 
incomplete or incongruous.  Indeed, the long-term reliability of Big Data sources may 
be an issue for ongoing statistical production.  Reputable statistics for policy making 
and service evaluation are generally required for extended periods of time, often 
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many years.  However, large data sets from dynamic networks are volatile (and 
arguable static sources as well) – the data sources may change in character or 
disappear over time.  This transience of data streams and sources does not sit 
comfortably with the reliability of statistical production and publication of meaningful 
time series. 
 
With more statistics potentially available from the Web subject to different levels of 
biases and measurement errors at different points in time, what guidance can 
statisticians provide to report, connect and compare these statisticians over time and 
between different sources?  As a minimum, the statistical profession should 
encourage the dissemination of these statistics to be accompanied by relevant meta 
data, for example, in the form of quality declarations and in accordance with Quality 
Frameworks (ABS, 2010; Brackstone, 1999; OECD, 2011) widely adopted by official 
statisticians. 
 

7. A POSSIBLE ANALYSIS OF SATELLITE DATA TO 
PREDICT CROP YIELDS 

 
To illustrate the potential analysis being developed in the ABS, I shall assume that 
equations (5), (6) and (7) are fulfilled by satellite data.  Equation (6) is satisfied by 
choosing a random sample of observation units and collecting (ground truth) data on 
crop yields – the data are then integrated with satellite data to provide the ‘training 
dataset’.  Equation (7) is fulfilled as the coverage of satellite data is the same as the 
coverage for land parcels.  Equation (5) may not hold for certain areas in Australia 
due to persistent cloud cover, as a result of moisture in the atmosphere, which may 
affect the type of crops being grown, or yields.  This issue may, however, be by-
passed by using traditional data collections e.g. statistical surveys, instead of using 
satellite data, for these areas. 
 
Let the N 1�u  vectors tM , tm  and tQ  be the column vector of the crop yield, crop 

type and quantity harvestable respectively, for every observation unit of Australia. 

Then, �� ��t t t t t ,�  � 
 �  � 
M Q m Exp Y m  where �
  denotes the Hadamard product, the 

N 1�u  vector �� ��tExp Y  has �� ��itYexp  as its i-th element, it itY logQ�  and itQ  is the 

i-th element of t .Q   Under the MAR assumptions made above, we can ignore ( t )P  

for predictive inference.  That is, 

 

( t ) ( t ) ( t )
t t t t

( t ) ( t )
t t t

, , ,

, .

� ª � º � ª � º� 
� ¬ � ¼ � ¬ � ¼

� ª � º � ª � º� 
� ¬ � ¼ � ¬ � ¼

Y m D P Y m D

Y m D m D
 

 
By assuming tm  and t t|Y m  can be modelled by Dynamic Logistic Regression and 

Dynamic Linear models respectively, Tam and Clarke (2015b) provided results for 

the predictive distributions, ( t )
t t| ,� ª � º

� ¬ � ¼Y m D  and ( t )
t | .� ª � º

� ¬ � ¼m D  

To illustrate the idea for predicting quantity, under the assumptions of this Section, 
(3) becomes 
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in which we have dropped the subscript ‘ B ’ to simplify notation.  See Section 7.2 
below for the choice of covariates and suggestions for improving the model in (12). 
Assuming that 
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and t�:  and oot
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� § � ·
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�6
 are known, the predictive distribution of the total 

yield of a particular crop (Tam and Clarke, 2015b) is �� ��o ot r rt
ˆ� c � c��1 Q 1 Exp Y , where 
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Here �� ��rt
ˆExp Y  denotes the vector with �� ��irtŶexp  as its i-th element, irtŶ  is the i-th 

element of rtŶ , t| t�̂E  denotes the posterior mean of t�E given ( t )D , and t| t�:  is the 

variance-covariance matrix of t| t
ˆ .�E  

 
Note the above methodology may be adapted to a ‘design-assisted’ approach 
(Särndal  
et al., 1992) for estimating finite population parameters using the following heuristic 
argument.  From (3), the Generalised Regression Estimator for the total yield, t ,�c1 Y  

is 

 �� �� �� ���^ �`ot t t ot t Dte e�c� � � �Y 1 Z Z
��
�E  

where �� ��ot te Y , �� ��ot te Z  are the Horvitz-Thompson estimators of tY  and tZ  

respectively, and Dt
��
�E  is the design based estimator of t�E at time t  (Särndal et al., 

1992).  Following Wright (1983), even though t| t�̂E  is not asymptotically design 

unbiased, we may use it for Dt .
��
�E  

Likewise, denoting �� �� �� �� 1
it t it t1

��
� c � c� ª � º� V �  � � � �� ¬ � ¼Z Z� J � Jexp  as the logistic sigmoid for 

observation i  at time t , and assuming it �am  independent Binomial Logistic

�� ���� ��it t�c�V Z �J , or 
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where �� ��ot 1t ot, , �c� m m m��  and �� �� �� �� �� ���� ��ot 1tt t tnt, , �c� c � c� Z Z Z��� V � J � V � J � V � J etc. and 

t�;  is known, then (Tam and Clarke, 2015b) 

 ( t )
it | �|m D  independent Binomial Logistic �� ���� ��it t| tˆ�c�V Z �J  (16) 

for unobserved units ti 1, , r ,� ��  

where �� ���^ �`1
t| t t 1| t 1 t| t 1 ot ot ot ot t| tˆ ˆ ˆ��

� � � � � �� c � c � c�  � � � �H Z m Z Z� J � J � 6 � V � J 

and t| t 1 t 1| t 1 t .� � � � � �� ��� 6 � 6 � ; 

 
7.1  Statistical computing issues  
 
The examples shown above make the unrealistic assumptions that quantities like t�6 , 

t�:  and t�;  are known.  In reality they are not and have to be estimated by the 

observed data.  To make the estimation task more manageable, one can consider 
modelling the unknown quantities as follows 

 
t t

t t

t t

( )

( )

( )

�  � O � �

�  � O � �

� �O

� 6 � 6 � 6
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where the scalars t ( )�O �6 , t ( )�O �: , t ( ) 0� O � !�;  follow an uninformative prior, 

 �� �� �� �� �� ��1 1 1
0 0 0W , , W , , W ,� � � � � �� a � a � Q � a � Q� 6 � : � ;� 6 � 6 � Q � : � : � ; � ; 

and 1W��  denotes the Inverse-Wishart distribution. 

Let �^ �`t t t t, , , ( ), ( ), ( ), , ,�  � O � O � O� 4 � T � I � M � 6 � : � ; � 6 � : � ; and may also include H  if it is not 

known.  Assuming (4) and (9) are fulfilled, then the posterior distribution of t ,�4  

 �> �@(t ) ( t )
t t t| | ,� ª � º � ª � º�v� ¬ � ¼ � ¬ � ¼D D� 4 � 4 � 4 

i.e. likelihood times the prior.  ‘Maximum a posteriori’ estimates of t�4  can be derived 

using the EM algorithm – see Haykin (2001, Chapter 5) and also Strickland et al. 
(2009, 2011) for efficient estimation applied to satellite data. 

Alternatively, the predictive distribution, ( t )
t |� ª � º

� ¬ � ¼M D , where �� ��t t t� �
M Y m�(  as 

before, can be derived using Monte Carlo via the method of composition as follows.  
From 
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one can use the LibBi software as outlined in Murray (2015) to draw J samples 

1 J
t t, ,��� 4 � 4 from �> �@(t )

t t| .� ª � º
� ¬ � ¼D � 4 � 4  Using these values and equations (14) and (16), 

we obtain samples 1 J
t t, ,Y Y��  from �� ��rt t| t rrt rt t| t rt

ˆ , �c��Z Z Z� E � 6 � :N  and 1 J
t t, ,m m��  

from ( t )
t t,� ª � º

� ¬ � ¼
m D �4  respectively, where the i-th element of the vector tm  follows a 

Binomial Logistic Regression model with logistic sigmoid �� ��ti tˆ�c�V Z �J , from which a 

sample of 1 J
t t, ,M M��  can be obtained for Monte Carlo inference on ( t )

t | .M D   

Strickland et al. (2013) has also developed a Python package, pyMCMC, for fast 
multivariate state space modelling, which is scheduled for release in June, 2015. 
 
7.2  Choosing covariates and improving the model fit  
 
There is a huge literature in predicting crop yields, see for example, Johnson (2014) 
and the references therein.  A review of the methodology is provided in Lobell (2013).  
Based on the science of crops, most of these use the Normalised Difference 
Vegetation Index (NDVI), or Enhanced Vegetation Index (EVI), which are simple 
functions of the near-infrared radiation and visible radiation, and other variables like 
soil moisture, land surface temperature etc. available from satellites and other 
sources are included as covariates.  Stress Index as a covariate derived from thermal 
time and crop phenology both from remote sensing (Idso et al., 1981; Jackson et al., 
1983; Rodriguez et al., 2005) as well as directly modelled from a biophysical crop 
model (Potgieter et al., 2005; Potgieter and Hammer, 2006) has been proposed.  In 
addition, evapotranspiration derived from EVI and Global Vegetation Moisture Index 
has been suggested as covariates (Guerschman et al., 2009).  These covariates can 
be incorporated in an obvious way into the State Space Model described above, 
although care has to be exercised to ensure there is no collinearity issue, or model 
over-fitting. 
 

Becker-Reshef et al. (2010) fitted a simple regression model using county yield 
statistics as response variables and NDVI as explanatory variables, and use it to 
predict yields.  Newlands et al. (2014) extends this work by employing a multivariate 
regression model using NDVI and agro-climate data as covariates.  In addition, their 
model also allows a lag-1 autoregressive term for crop yields and the coefficients to 
vary over time and space, although no stochastic relationships between these 
coefficients were exploited.  Priors on the parameters of the multivariate regression 
model were constructed using residual bootstrapping (Bornn and Zidek, 2012).  The 
State Space Modelling advocated in this paper can be regarded as an extension of the 
methodology developed by Newlands et al. (2014). 
 

Where the model defined (13) does not adequately predict crop quantities, the 
following model may be considered: 
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In other words, the time-variant fixed effects, tF�D, is used to ‘sweep’ up any missing 

covariates in the modelling.  This approach is akin to using random slopes in multi-
level modelling (Snijders and Bosker, 1999 – Chapter 5) and is also known as 
Generalised Linear Mixed Model.  A similar approach may be adopted for the model 
described in equation (14).  The suggested approach, however, would require large 
sample sizes, as well as longer time series for accurate and precise estimation. 
 
7.3  Concluding remarks 
 

In developing the above models and building the training data set for analyses, I found 
that I have to involve crop scientists (or more generally “domain experts” – page 26 of 
the AAPOR Report), statisticians and computer scientists, supporting the comment 
that a multi-disciplinary team is required to harness opportunities, and addressing 
challenges, from Big Data.  New skill sets are required to integrate ground truth data 
with satellite data. 
 

Recommendation 1 of the AAPOR Report (page 2) says: 
“Survey and Big Data are complementary data sources and not 
competing data sources.  There are differences between the approaches, 
but this should be seen as an advantage rather than a disadvantage”. 

 
This paper outlines an approach to combine the strength of Big Data with survey data 
– which has been regarded as the ‘gold standard’ for collecting data to make valid 
statistical inference – for predicting crop yields.  The basic ideas are to use the Big 
Data and other auxiliary sources to calibrate the response variables, and to apply 
State Space Modelling to solve finite population inference problems.  However, this is 
possible because the population covers by satellite imagery is identical to the 
population of land parcels, and the missing covariates problem is by-passed by 
relying on the traditional survey methods of estimation in those areas without satellite 
data e.g. missing data due to clouds.  The efficacy of the approach will be tested 
using the training data set that is being built in the ABS.  I hope to be able to report 
the outcome of the analyses, successful or otherwise, in the future elsewhere. 
 
Once again, I congratulate the AAPOR Task Force for providing an excellent Report. 
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We are interested in fostering review of books and software in the area of survey 
methods. This would include standard review of individual books or software 
packages. This may also include broader reviews of groups of text and monographs 
in specific sub-areas; or similarly broad reviews of available software. Of particular 
interest are some of the new R libraries that have been developed recently for survey 
methods. If you are able to write a  review for this section, please contact Natalie 
Shlomo (natalie.shlomo@manchester.ac.uk). 
___________________________________________________________________ 
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ARGENTINA 
 
 
Reporting: Veronica Beritich  
 

14th Meeting of the Washington Group on Disability Statistics  
 
On October 8-10, 2014 was held in the City of Buenos Aires (for the first time in 
Argentina) the 14th Meeting of the Washington Group on Disability Statistics, 
organized by the Instituto Nacional de Estadística y Censos (INDEC).  

The Washington Group operates within the framework of the United Nations 
Statistical Commission. It was created in 2001 with the objective of developing the 
conceptual and methodological elements necessary to implement and update a set 
of harmonized questions for measurement of disability in censuses, surveys and 
administrative records in the context of demographic and social statistics. 

During these three days more than 50 specialists in this field, representing various 
countries from all continents, shared their experiences in the production of data on 
disability. 

On the other hand, INDEC technical teams integrating the Washington Group 
provided information on the population with permanent physical and/or mental 
difficulties or limitations (PDLP) in our country, based on an analysis of data arising 
from the 2010 National Census of Population, Households and Dwellings. 

The categories incorporated in the Census have allowed for obtaining data on the 
different types of limitations: visual, hearing, upper motor, lower motor and cognitive, 
by sex and age. 

Some of the data from the census indicate that: 

�x The percentage of PDLP is 12.9% of the people living in private dwellings. 

�x The majority of people in this group declared having only one permanent difficulty 
or limitation. 

�x From those who declared having only one permanent difficulty or limitation, 
approximately 60% declared to be only visually impaired. 

�x Motor difficulties (upper and lower) affect less than 24% of this population group. 

�x The impaired auditory and cognitive, in turn, represent something more than 8%, 
in each case. 
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�x Please note also that the prevalence of permanent difficulty or limitation increases 
as the population ages. 

�x Starting from the age of 15, the percentage of affected women is higher than that 
for men. 

�x Cognitive difficulties predominate in the earliest ages. 

�x The PDLP with 14 years and older only 47.7% corresponds to the Economically 
Active Population (EAP) and 44.6% is occupied. 

General information on this survey can be found at www.indec.gov.ar. 

For further information, please contact ces@indec.mecon.gov.ar. 

 
 

BOSNIA AND HERZEGOVI NA 
 

 
Reporting: �(�G�L�Q���â�D�E�D�Q�R�Y�L�ü 
 

Pilot Income and Living Conditions Survey in Bosnia and Herzegovina 2015  
 
Statistics on Income and Living Conditions Survey (SILC) in European Union is 
produced by the survey based on a sample of households that aims to gather both 
household- and person-level information. This survey  has rules that apply to both 
types of statistical units and it collects data on inome and living conditions, 
employment, health and material deprivation of households and their members. The 
overall objective of the SILC survey is to collect, produce and disseminate 
information on income level and structure, as well as to measure poverty and living 
standard in the country, which are  calculated  according the EU methodology and 
regulations.  
 

Pilot ILC survey in Bosnia and Herzegovina was conducted in the first quarter 2015 
as a pilot survey whose main objective is to test survey methodology, data collection 
method and field work organization. For the first time, statistical institutions in Bosnia 
and Herzegovina implemented Computer Assisted Personal Interview (CAPI) data 
collection method.  Pilot survey results will be only used for the preparation of the full-
scale survey in the nearest future.  
 

It was realized on the sample of 340 households in the whole country, and 17 
interviewers and 6 supervisors have done the field work. CAPI application was made 
in Blaise software, while the data analysis will be done in SPSS. The micro data file 
will be transmitted to Eurostat, as well as the Quality Report.  
 

Pilot ILC survey in Bosnia and Herzegovina is fully funded by IPA 2012 Multi-
beneficiary program on statistical cooperation and supported by technical assistance 
of Eurostat experts and GOPA consultants.  
 

�)�R�U���P�R�U�H���L�Q�I�R�U�P�D�W�L�R�Q�����F�R�Q�W�D�F�W���(�G�L�Q���â�D�E�D�Q�R�Y�L�ü����edin.sabanovic@bhas.ba), Sector for 
Statistical Methodology, Standard, Planning, Quality and Coordination, Agency for 
Statistics of Bosnia and Herzegovina. 
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CANADA  
 
 
Reporting:  François Brisebois  
 
A Redesigned Health Survey –  the Canadian Community Health Survey  
 
Created in 2000, the annual component of the Canadian Community Health 
Survey  (CCHS) is a cross-sectional survey that provides information related to 
health status, health care utilization and health determinants for the Canadian 
population. It relies upon a large sample of respondents and is designed to provide 
reliable estimates at the health region level.  
 
In 2015, the survey underwent a full-scale redesign for the first time since 2008 when 
it had adopted a continuous collection design. The 2015 redesign had seven specific 
objectives including the complete revision of the questionnaire content, the adoption 
of Statistics Canada’s new Household Surveys Frame Service, the revision of the 
sample allocation strategy, the expansion of the coverage of the CCHS to children 
under 12 years old, and the adoption of an internet data collection mode. Although 
some developmental work was done for the coverage of younger children and the 
adoption of the internet for data collection, operational and budget constraints 
postponed the implementation for these two objectives.  
 
The resulting redesigned CCHS was implemented in January 2015. In anticipation of 
the expansion of the coverage to children under 12 years, two distinct methodologies 
have been developed, one for children 12 to 17 years old, and one for adults 18 
years and older.  For the 12-17 population, children were randomly selected from an 
administrative file available at Statistics Canada and offering a very extensive 
coverage of the population under 18 years old. Using the contact information 
available on the file, CATI interviewing is used for the survey. The plan is to add an 
internet option once the development of a new infrastructure supporting this 
collection mode is completed.  For the adult population, the survey design now relies 
on one single dwelling-based survey frame, extracted from the new Household 
Surveys Frame Service, and replacing the complex and less efficient dual frame 
approach used in the past. The collection strategy has also been adapted to optimise 
the use of contact information also available through the Frame Service. The strategy 
will build on the CATI and CAPI modes, where CATI will be promoted to minimize 
collection costs. CAPI will mainly be used to contact the dwellings for which the 
frame does not offer a phone number, or as a last resort tool to convert nonresponse 
in health regions showing poor performance in this matter. 
 
For more information, contact François Brisebois, Chief methodologist, Household 
Survey Methods Division, Statistics Canada, at francois.brisebois@statcan.gc.ca  . 
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FIJI 
 

 
Reporting: M.G.M. Khan  
 
Household Income and Expenditure Survey (HIES) & Household Listing 
Exercise (HLE) 2013- 14 

The Household Survey Unit Division in Fiji Bureau of Statistics (FBoS) is updating the 
household and population specifically targeting the small area data by locality within 
the Enumeration Area. This will enable FBoS to release accurate data by locality 
when requested by the users. It will also enable FBoS to compare the result with the 
2007 Census and plan for the best way to improve the data collection for the next 
Census in 2017. 
 
Data cleaning processes for both surveys are ongoing and a report to be released at 
the end of this year or early next year. 
 
Use of R Software in FBoS  
 
A team from FBoS attended a one and half weeks training on the use of R software 
in June last year at the University of the South Pacific which was facilitated by Dr. 
MGM Khan, the Associate Professor in Statistics of the School of Computing, 
Information and Mathematical Science.  The training was very informative and well 
conducted.  
 
Since the software is more user friendly and free of charge it was decided by FBoS to 
use “R” for analysis purposes. After the training in June, FBoS formed an R-User 
Group within the organization. Currently, the group is using the software in 
generating tables for both the above surveys. In the long term FBoS will be 
replicating SAS programmes with R as a form of backup. 
 
FBoS and Stakeholders 
 
Last year FBoS had internal presentations on how each section collected and 
compiled statistics. The objectives are for a better understanding and improving 
statistics compilation and reporting and awareness of the different data collection 
portals within the Bureau.  
 
The next steps include engaging with stakeholders and highlighting FBoS data 
requirements that would encourage improved data sharing arrangements.  
 
For further information on Fiji’s External Debt Statistics Release contact: Ms Sashee 
Nath (Statistician Balance of Payments) on email: snath@statsfiji.gov.fj 
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ISRAEL 
 
 
Reporting: Tom Caplan  
 
IASS Country Report: Israel April 2015  
 
Since our last country report, Israel has seen significant developments in statistical 
activity. The activity has come as a result both of meeting national needs and 
because of international requirements and cooperation.  In Israel, since the last 
report there have been two major internationally based events that have impacted 
significantly on Israel's national statistical program . The first is Israel's accession, in 
the year 2010 to the Organization of Economic Cooperation and Development 
(OECD) and the second is the implementation of a large encompassing Twinning 
program between the Israel Central Bureau of Statistics (ICBS) and Statistics 
Denmark, under the auspices of the European Union. In this report we provide an 
overview of some of the new developments. In future reports we may examine some 
of the new programs in more detail. 
 
Countries accessing to the OECD are faced with conditions and requirements in 
order to be accepted for accession.  These requirements include the statistical area. 
These requirements not only serve the statistical needs of the OECD but they 
enhance and develop the statistical program of the accessing country.  As a result of 
the OECD accession,   Israel saw the expansion of its statistical program.  The 
following describes some of the new programs.  Among the new programs,  a new 
Job Vacancy Survey (JVC) was implemented with a sample of 4300 businesses,  of  
which 1000 businesses are surveyed each month coming to 3000 surveyed each 
quarter.  On the basis of this survey there is enhanced information about the demand 
side of the labour market. This survey provides needed new information and 
combining its results with the results of the Labour Force Survey  allows the 
publication of a quarterly combined report on labour supply and demand.  
 Two other new surveys that have been implemented in conjunction with joining the 
OECD  are the Business Tendency Survey and the Consumer Confidence Survey. 
The Business Tendency Survey surveys a subsample of the JVC sample of 
businesses and asks them about the state of the business's current financial 
situation, the company's business experience in the previous quarter and expected 
changes in the company, in the national and the international economy. The 
Consumer Confidence Survey surveys  monthly,  members of the Social Survey 
sample (spread over twelve months) and asks them their views of their personal and 
family financial situations as well as theirs views of the country's economic situation 
and expected economic situations.   
 
A very important result of joining the OECD is the implementation of the PIAAC 
survey in Israel.  PIAAC is the Program for the International Assessment of Adult 
Competencies. It focusses on examining the skill levels of adults in a range of areas. 
The emphasis is on key cognitive and workplace skills  (literacy, numeracy and 
problem solving technology). There is a consistent approach to the assessment 
across all OECD countries.  
 
The European Union – Israel Twinning Project on Statistics began officially on May 
23 2013 and the closing ceremony was held on December 17, 2014. Under the 
project, the Israel Central Bureau of Statistics (ICBS) was twinned with Statistics 
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Denmark and a program was set up toward the improvement/development of 
statistical programming in  five key component areas: National Accounts, Education 
Statistics, Coordination of the National Statistics System and Strategic Planning, 
Survey Methodology and Dissemination and the Israel Central Bureau of Statistics 
Internet Website. Throughout the program there were approximately 40 activities 
between the two countries involving either experts from Denmark coming to Israel to 
provide expert advice or Israel statisticians traveling to Denmark on study visits or 
other forms of activities.  The expert advice was provided by means of workshops, 
seminars and one on one consultations. The focus was on reaping from the Danish 
expertise in order to develop or advance the Israeli situation in the  five key areas. At 
the outset of the program practical objectives were set out for each component and 
these were all successfully met. The full final report of the Twinning Project can be 
seen on the ICBS website. Some of the major results of the Twinning project include: 
 

�x Improvements in survey methodology,  more specifically in management of 
surveys and quality assurance of the work of interviewers in the field and by 
telephone, measurement and improving response burdens, support in 
designing and writing internet questionnaires, etc. 

�x The improvement and further development of many important parts of the 
National Accounts, (according to EU and other international guidelines and 
recommendations)  including Government Accounts, Financial Accounts and 
Balance of Payments. 

�x Planning of new statistics on Education as well as Culture and Sports and 
further development of existing statistics specifically in the areas of dropouts, 
higher education and  adult education 

�x The recognition that there is a National Statistics System. Seminars were 
held producers of official statistics and focus groups with users. There are 
many producers of official statistics in addition to the ICBS and they 
welcomed the coordination of the Government Statistician and the Public 
Council for Statistics. 

�x The writing of a Strategic Plan for the ICBS 
�x The setting up a team for the development and writing of metadata according 

to a standardized, internationally recognized approach. 

In addition to the new or developed statistical activities that have come as a result of 
these international processes there are other significant developments that have 
occurred since the last report. One is the implementation of a Longitudinal Survey of 
Families that focusses on economic social and financial topics. It is now collecting 
data for its third wave. There is a new survey of health and as part of trials for using 
biometric personal identification systems there is a new survey on satisfaction 
concerning international border crossing using biometric passports. All of these will 
be reported on in more detail in future country reports. 
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NEW ZEALAND  

 
 
Reporting: Felibel Zabala  
 
The ‘spine’ is the new linking model for our Integrated Data Infrastructure  
 
Statistics New Zealand has improved the linking model for the Integrated Data 
Infrastructure (IDI). The IDI is a linked longitudinal dataset of NZ Government 
administrative data used for research purposes. The data is held in a controlled, 
protected environment ensuring individuals are not identified.  
 
Under the new linking model, each dataset links to a central prototype ‘spine’, which 
includes New Zealand birth information, tax information from Inland Revenue, and 
information on visas for people entering New Zealand (excluding visitor and transit 
visas).  It replaces the previous model which was limited primarily to linking New 
Zealand Government data to Inland Revenue data.  
 
The target population for the prototype spine is all people who have been in New 
Zealand for a length of time (who potentially have significant interaction with 
government services).  The aim of the spine is to have a complete list of uniquely 
identified members of the target population and a minimum of duplicate records (ie 
minimised coverage error).  
 
One of the deficiencies in the previous model was the low coverage of children in tax 
data. This has been improved by adding births to the spine. We have also started 
looking at the quality of the spine, in terms of false positives (incorrect links), false 
negatives (missed links), and missing populations. This will allow incremental 
improvement in spine quality and coverage. 
 
See Integrated Data Infrastructure on www.stats.govt.nz for further information or 
contact Andrew Black at andrew.black@stats.govt.nz 
 
Census Transformation in New Zealand – Exploring the feasibility of producing 
census information from administrative data sources 
 
Statistics New Zealand’s Census Transformation strategy has two strands: to 
modernise the current census model in the short- to medium-term; and to investigate 
alternative ways of producing small-area population and socio-demographic statistics 
in the longer term. This includes the possibility of changing the census frequency 
from every five to every 10 years and exploring the feasibility of producing census 
information from administrative data sources. The main focus of investigations to 
date is on understanding the potential for using administrative sources to produce 
census information.   
 
Overview of progress on the potential use of administrative data for census 
information in New Zealand summarises findings from work carried out during 2013 
that were presented to government in February 2014. The progress report concluded 
that while existing administrative data sources cannot at present act as a 
replacement for the current census, early results have been sufficiently promising 
that it is worth continuing investigations into the use of administrative sources for 
producing census information.   
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 See Future approaches to social and population statistics on www.stats.govt.nz for 
Census transformation research papers, including: 

�x Evaluating the potential of linked data sources for population estimates: The 
Integrated Data Infrastructure as an example, which describes a method to 
construct population estimates from linked administrative data sources. These 
are compared at an aggregate level against the official estimated resident 
population. 

�x An initial investigation into the potential for administrative data to provide 
census long-form information is a high-level assessment of the potential for 
administrative sources to replace the current census attribute (or long form) 
information, based on metadata comparisons.  

�x Coverage assessment in an administrative census: A progress report on 
issues and methods is an initial identification of issues and potential methods 
for coverage assessment and population estimation for an administrative 
census 

 
We are primarily focused on the potential of linking multiple existing administrative 
data sources, since New Zealand does not have a national population register. 
Assessments are now being undertaken using more detailed individual-level 
comparisons with the 2013 Census linked to the IDI specifically for the purposes of 
this research.   
 
Methodological work underway includes: 

�x investigating population coverage and address misclassification of New 
Zealand residents identified in the IDI using rules based on recent ‘activity’, 
and researching and developing methodologies for coverage assessment, 
content validation, and  population estimation 

�x investigating attribute data in administrative sources for both the 2018 Census 
or a potential future administrative census. Topics include family and 
household, education and training, ethnicity, income, and work, as well as 
housing/dwelling information. 

�x preparing a preliminary sample design and costings for a large-scale 
continuous attribute sample survey, along the lines of the American 
Community Survey. 

 
As well as the methodological work, we are engaging with key users of census 
information to develop specific quality criteria for future censuses as well as holding 
discussions with wider government on impacts on the electoral system and with other 
cross-government initiatives that are driving changes to government systems. The 
next major report to government will be in October 2015, with the aim of agreeing a 
preferred future direction for the New Zealand census.  
 
See Census transformation in New Zealand on www.stats.govt.nz for further 
information or contact Tracey Savage at tracey.savage@stats.govt.nz. 
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PALESTINE 

 
 
Reporting:   Abdulhakeem Eideh  
 
Dr. Abdulhakeem Eideh-  Best paper award in the field of Sampling  
The Indian Society of Agricultural Statistics has instituted prizes for the best papers in 
different fields published in the Journal of the Indian Society of Agricultural Statistics. 
Accordingly, the papers published in the Journals, Volume 66 (2012) and Volume 67 
(201 3) have been evaluated for judging the best papers. The paper entitled 
Estimation and Prediction under Nonignorable Nonresponse via Response and 
Nonresponse Distributions by Abdulhakeem AH Eideh (Department of Mathematics, 
Al-Quds University, Palestine) published in Volume 66, o. 3, December, 2012, 
pp.359-380 has been selected for best paper award in the field of Sampling. 
 
Energy Consumption Survey in Palestine  
The Palestinian Central Bureau of Statistics (PCBS) start conducting the survey on 
energy consumption in transport sector, under the project “ Strengthening Statistical 
Capacity of Arab Countries in Producing Energy Statistics and Energy Consumption 
in Transport Sector Surveys”. The overall objective of this project, funded by the 
Islamic Development Bank for one year, is to strengthen the capacity of National 
Statistical Offices (NSOs) in three member countries Egypt, Jordan, and Palestine, of 
the Economic and Social Commission for Western Asia (ESCWA) in improving the 
information on energy products consumption in the transport sector in order to assist 
governments in more effectively managing energy consumption in the countries. 
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Sampling design data file  
Seppo Laaksonen 

University of Helsinki 
E-mail: Seppo.Laaksonen@Helsinki.Fi 

 
Keywords:  Auxiliary variables, calibration, data quality, fieldwork, inclusion 
probability, non-response  

 
Abstract:   The paper first determines the term ‘sampling design file’ that is not commonly 
used in survey sampling literature. The methodology behind this term is, of course, used to 
some extent, but only implicitly. Its explicit determination facilitates many things in survey 
practice and also gives a clear target for one big part of a survey, that is, sampling, fieldwork 
and finally for estimation. The sampling design file consists of all the gross sample units and 
its variables include those that give opportunity to create sampling weights, to analyse the 
survey quality, and to estimate. The file is possible to complete after the fieldwork. Its most 
important characteristics, including sampling design variables and weights, will be finally 
merged together with the real survey variables at respondent level, and then the survey 
analysis is ready to begin.        
   
1. Introduction  

 
The term ‘sampling file’ or more broadly ‘sampling design data file’ is rarely used in 
standard survey literature. One of this first users is the sampling expert panel of the 
European Social Survey (ESS) that was established in 2001 (see more information 
about this survey that initially started in 2002, europeansocialsurvey.org). The 
document of the panel says: “The Sampling design data file (SDDF) is routinely 
generated by an ESS country’s National Coordinator after fieldwork has finished. It 
includes information on the implemented sample design such as inclusion 
probabilities and clustering. As such, it serves the sampling team with the data 
required for computation of design weights, design effects and as a general basis for 
benchmarking the quality of sampling. The ESS analyst may use it for several 
purposes such as incorporating cluster information in her/his analyses.” 
 

A SDDF is required for all types of surveys, thus for surveys from households, 
individuals, businesses and corporations. Here we concentrate on surveys of 
individuals who are members of households.    
 
2. Basic targets of sampling file  
 
The statistical units of the sampling file should ideally cover all the gross sample units 
of the survey. Such units are selected addresses in the case of address-based 
samples (but there are individuals behind these addresses or dwelling units), and 
selected individuals in the case of individual-based samples. In the end, the file of 
these statistical units thus covers the respondents, the non-respondents and the in-
eligibles. It might be difficult to completely numerate in-eligibles for the file, since any 
contact for some individuals/addresses cannot be made and hence the file may be 
inaccurate, but all efforts to complete the file with appropriate information should be 
done. It follows that such a unit may thus be either an in-eligible or a non-respondent.  
Correspondingly, some bias in estimates necessarily follows. 
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The first-order sampling file is good to create while the gross sample has been 
drawn. In this case, the file includes: 

- Non-confidential and confidential identifier   
- Sampling frame variables and respective statistics 
- Stratification variables, explicit strata in particular 
- Implicit strata if they include useful information; implicit stratification specifies 

the order of the units selected by equidistance or other systematic selection 
but basically this design corresponds to a simple random selection     

- Inclusion probabilities of each stage within explicit strata. 
 

In the case of multi-stage sampling, all inclusion probabilities may not be available 
before the end of the fieldwork. This is typical in a three-stage sampling if the primary 
sampling units (PSU) are small-areas and the secondary sampling units (SSU), 
respectively, are addresses or households, but the third stage units are individuals. 
This missingness for the third stage units is due to the problem of contacting a 
dwelling unit or an address in order to know how many target population members 
there exists.  Even in register-based countries such information is hard to get 
correctly, since the register is not up-to-date for a survey period.     
 

It is possible and also useful to calculate the gross sample design weights 
immediately when the first-order file is available. This gives opportunity to check 
basic figures and the quality of the sampled file of this phase. For example, when 
summing up these design weights we should obtain the correct target population 
statistics that represent the final target population if no missingness occurs. In 
contrast, if the third-stage units, for instance, are missing, the target population of the 
households or addresses can only be computed.  
 

The above variables derived from a sampling frame are minimal requirements but not 
sufficient. It is rational at the same occasion to download other useful information for 
the sampling file from the sample frame that we call here the second-order sampling 
file. For example, in register-based countries, the sampling frame has been created 
from the population register, that is reasonably up-to-date. The sampling design only 
requires aggregate population statistics by large region, age group and gender, for 
example. But the same information can be matched at micro level into gross sample 
units too. In addition, the same data source consists of many other variables that are 
beneficial to download to the second-order sampling file at the same time since it is 
basically free of charge. It is not common even in Finland to distend over the 
minimum although it is possible to expand the file with the following auxiliary 
variables, among others: marital status, year of marriage, multi-marriage, number of 
children, house size, type of house, citizenship, mother tongue, coordinates of the 
house and municipality at birth.   
 

The second-order sampling file can further be completed from other sources at the 
same time as the first-order file has been created. This usually may require some 
additional administration and paper work but it is best to do as soon as possible since 
the data sources cannot be up-to-date for long, or even some data are destroyed.  
Typical other sources are: formal education, tax register information on income and 
wealth, jobseekers’ register. Section 4 presents a Finnish example on this issue in 
more details.          
 

The third-order sampling file can be created as soon as the fieldwork has been 
completed. In this case, the most important new variable is the outcome of the 
fieldwork that indicates who is a unit respondent, and who is a non-respondent and 
an in-eligible, respectively. As said above, the last two categories are often hard to 
definitely determine with accuracy. This seems to be a worsening problem in Europe 
due to more or less permanent absence of the official address (home). A reason for 
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this is working outside the country over several months, or using a second home in 
another country, respectively. 
 

A drawback, in many countries as said already above, is that all inclusion 
probabilities cannot be known after the fieldwork. In the ESS, the selection of one 
individual within the selected household or address is a good example. As a 
consequence, it is not possible to calculate a complete inclusion probability for the 
individuals of the gross sample, but only for the second stage address/household. 
The sampling weight for the respondent can be, nevertheless, calculated, assuming, 
for example, that the response mechanism for the third stage is ignorable within 
strata.        
 

After the fieldwork, the sampling file can be further reinforced with other data on 
fieldwork.   Opportunities for that are dependent also on the survey mode used. 
Face-to-face interviewers can collect information about the quality of the location 
where a potential respondent lives. For example, an interviewer can classify the 
quality of the living area or the type of house. This indicator is of course useful only if 
a valid measurement is available and the same information is available both for the 
respondents and for the non-respondents.   Moreover, the interviewer information 
(e.g. their basic characteristics, attitudes toward this survey) can be added to the 
sampling file too.      
 
3. What to do with sampling file?  
 
The sampling file is necessary in order to calculate the sampling weights for the 
respondents. This requires that the inclusion probabilities are available in the file. 
Naturally, the identifiers of the respondents should be available in the sampling file in 
order to match the sampling weights and other sampling design variables into the 
survey data file of the respondents.  
 

The narrowest correct sampling file is such that the sampling design is simple 
random sampling. In this case, the file consists only of an identifier and one constant 
inclusion probability, and the survey outcome variable that identifies the respondents, 
the non-respondents and the in-eligibles. These data allows the calculation of a 
single sampling weight  for each respondent. No real non-response analysis can be 
done due to completely missing auxiliary data.  
 

If a two- or three-stage design has been used, there are more variables, including 
PSU’s as clusters, and SSU’s, respectively. Even though there are no other strata or 
auxiliary variables, it is possible to review non-response by PSU and SSU, 
respectively. This gives the opportunity to adjust the weights to some extent since 
non-response may vary by SSU conditional to PSU. Hopefully, all PSU’s are still in 
the file. Otherwise, the fieldwork has failed.  
 

The sampling file is primarily needed to create the weights for the respondents 
although it is best to first create weights for the gross sample. Secondarily, the file is 
for analysing the success of the fieldwork. It is possible that a particular survey may 
use more than one survey mode, like in the case of a mixed-mode design. The 
sampling file naturally must include the mode used in data collection for all 
individuals. If two or more modes are used for one individual, this should be coded at 
variable level as well.   
 

A good sampling file is naturally very useful to analyse survey quality. Auxiliary 
variables particularly are needed for this purpose. Also, we would be happy if some 
variables of the fieldwork file would be merged with the sampling file.  
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4. Auxiliary variables in the sampling file  
 
We have above given examples of auxiliary variables of a good sampling file. Now, 
we concretise this issue. It is good to recognize that all such variables are given for 
individual gross sample units whatever they are. In the case of multi-stage sampling, 
such variables can be more problematic since they are first concerned with clusters 
of the target units. There can thus only be such variables that are related to clusters. 
If the clusters are small-areas, regional information is available. However,  it is more 
difficult to know, for example, about the education of all cluster persons. This may  
not be necessary since it is more  important to gather information about the 
education of the respondents and the non-respondents within this cluster.        
 

Auxiliary variables can thus be either macro or micro . Both of these variables are 
useful and even for the same purpose; they can be derived from the same basis.  For 
example, age of an individual can be used in non-response analysis in several forms, 
such as individual ages or as groups. However, the same variable is useful as target 
population statistics and thus a macro auxiliary variable would indicate how many 
target population members are in each age group. This is an example of the 
benchmarking information, and they can be used in calibration methods that require 
macro auxiliary data, that is, known population margins (e.g. Deville and Särndal 
1992). There can be several population margins in calibration at the same time. And 
if such information is available in the sampling file, it is easy to compute the 
calibrated weights, respectively, using the French software Calmar 2, among others 
(see Le Guenne & Sautory 2005).  
 

Macro auxiliary variables can thus be margins of known population figures giving 
opportunity to use these in calibration. They can also be relative frequencies of small 
areas like PSU’s, concerning for instance register unemployment rates, rates of 
highly educated people, or crime and poverty rates. Such variables could be used for 
analysing reasons of nonresponse.          
 

The richness of the auxiliary variables in the sampling file facilitates in analysing the 
success of the fieldwork.  For example, unit non-response can be assessed against 
these variables and the multivariate response propensity model estimated as a 
result. This model may respectively be a good starting point for adjusting the 
sampling weights to take into account the variation in non-response (e.g. Laaksonen 
2007, Laaksonen and Heiskanen 2013)).  
 

The sampling file should be explicitly available, that is, for all gross sample units, and 
all inclusion probabilities should be in the file. Sometimes, these probabilities are only 
implicitly available. For simple random sampling it is most common since the 
inclusion probabilities are unique and only requires one population statistics figure 
and the gross sample size. Hence it is impossible to check based on this probability 
that everything has been done correctly.  Thus, is SRS  really good or not? 
 

Another difficult situation is two-stage sampling when the equal absolute sample 
sizes are used in the second stage. This leads to final inclusion probabilities in which 
the PSU sizes of the first stage clusters will disappear.  It means that this size is not 
necessarily needed in the formula of the inclusion probability.  Unfortunately, there 
exists sampling files where there is only one ‘final’ probability of this kind. One 
example is in Burnham et al (2006) that Laaksonen (2008) criticised due to missing 
inclusion probabilities and in particular that all concrete information about first stage 
sampling is missing. So, it is possible that everything has not been done correctly 
since sampling design information is lacking. This is true for all designs, even in 
simple random sampling, since the sampling data file is so restricted that very little 
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can be checked. Good auxiliary data (macro and micro) also lever confidence in the 
survey data and hence it should be recommended to collect.   
 
5. A Finnish example  
 
In the end, an example from the Finnish security survey (FSS) 2010 is presented 
(Aromaa 2010, Laaksonen and Heiskanen 2014). The characteristics of its sampling 
data file are given below.  
 

The number of statistical units of the FSS is 7933. They are thus gross sample units. 
Table 1 illustrates the variables of the sampling file. 
 

This list is rather long, and good in many meanings. It gave opportunity to analyse 
non-response by various auxiliary variables. Based on the data, we also created the 
so-called adjusted sampling weights. This first exploits the response propensity 
modelling and finally the stratification based on such calibration that the known 
population statistics match with our gross sample design weights by strata.  
 

Naturally, we used the data also for survey quality including the analysis of problems 
in the fieldwork. This was possible for two reasons: (i) based on paradata, we were 
able to follow the interviewing time that was shortening during the fieldwork; the 
response time vary by mode as well so that web took least time and face-to-face the 
most time, (ii) we made a special survey for the interviewers and found that the point 
(i) was in telephone interviewing due to the busy call schedule at the end of the 
fieldwork. Naturally, the results were not ideal. 
 

Our sampling file thus is rich but it is not common everywhere. The file content also 
depends on the survey practice. Our European Social Survey team has found 
various interesting contents that should be included in the sampling file. One is the 
so-called reserve sample that is initially created to guarantee that enough 
respondents will ultimately be found. It is clear that this reserve should be probability 
based, but if the reserve part is not included in the sampling file, it will be hard to 
follow the fieldwork well and even to calculate correct response rates. This reserve 
sample option is now in our template. It is interesting that a certain country found this 
option in our sampling file and incorrectly wanted to take a reserve sample even 
though this was not in their sampling file.   
 
6. End notes  
 
I sincerely hope that survey organisers will pay attention to create as good a 
sampling data file as possible and such that it would  help in getting improving 
estimates from the survey. Unfortunately, this concept is not currently in standard 
literature.  Hopefully it will be so in a future.  
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insee.nexen.net/jms2005/site/files/documents/2005/327_1-JMS2002_SESSION1_LE-
GUENNEC-SAUTORY_CALMAR-2_ACTES.PDF 
 
Table 1.  The key variables of the sampling data file for the Finnish Security 
Survey. Symbols in the column ‘Source’:  SO = Created by survey organisation, M = 
Computed by methodologist, PR = Population Register, FER = Formal Education 
Register, ER = Employment Register, TR = Tax Register. The alternatives for use: R 
= Merging with respondent data, S = Sampling, U = Unit non-response, W = 
Weighting, E = estimation 
 
Variable  Source  Use for  

Identifier SO R 

Survey mode (face-to-face, telephone or web) SO W E 

32 Explicit strata, anonymous code M S U W E 

PSU’s, anonymous code M S U E 

PSU size, Stratum size (incl. size of the target population) M S E 

1st stage inclusion probabilities for PSU’s and 2nd stage probabilities 
for households, 3rd stage probabilities for individuals 

M S W E 

Age in years 
Age group respectively, both micro codes and macro statistics 

PR S U W 
 

Gender, code and macro statistics PR S U W 

Regional variables including municipality, postal code, co-ordinates 
of home, code and for some also macro 

PR S U W 

Marital status with different options, year of marriage, number of 
marriages, code 

PR U W 

Native language and citizenship PR U W 

Occupational or socio-economic status (fairly rough  only available) PR U  

Household composition including number of children at different age 
groups  

PR U W 

House variables such as size, number of rooms and type of kitchen PR U W 

Level and field of education FER U W 

Unemployed or not, number of months unemployed  ER U W 

Taxable income TR U W 

Fieldwork outcome (respondent, non-respondent, in-eligible) SO M U W E 

Neighbourhood variables in face-to-face surveys  (option) SO U W 

Reserve sample indicator if used, responsive design indicator 
respectively 

SO U W 

Reason for non-response (well for face-to-face, badly for web) SO U  

Para data, e.g. interviewing time, responding time SO E 
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60th ISI World Statistics Congress  
Organized by:   International Statistical Institute 
Where:    Rio de Janeiro, Brazil 
When:    26.07.2015 to 31.07.2015 
Homepage:    http://www.isi2015.org 

We are delighted to invite you to the 60th ISI World Statistics Congress (WSC), 
which will take place in Rio de Janeiro, Brazil, during 26–31 July 2015. 

The WSC is the flagship conference of the International Statistical Institute (ISI) and 
its seven associations. It is a biennial conference with a rich tradition, and IBGE is 
pleased to host and organize ISI2015 in Brazil. 

The congress will bring together members of the statistical community to present, 
discuss, promote and disseminate research and best practice in every field of 
Statistics and its applications. The Scientific Programme of the 1512015 will include a 
wealth of activities that will cover stimulating topics and will offer delegates innovative 
and well-balanced presentations, as well as plenty of opportunities for discussion and 
exchange. 

A rich and exciting Social Programme is also being developed, with plenty to see and 
enjoy for participants and their accompanying persons, hoping to make your trip to 
Rio and taking part in ISI2015 a truly unforgettable experience. 

The venue - Riocentro - is located in Barra da Tijuca, a district surrounded by natural 
beauty but also many sophisticated bars, restaurants and several malls and close to 
a variety of historical and cultural programs that only the Wonderful City can offer. 

We are confident that all the ingredients are in place to ensure that the 60th ISI World 
Statistics Congress will be a memorable statistical event! 

For further information please email Francisco Samaniego fjsamaniego@ucdavis.edu 

 

Upcoming Conferences  and 
Workshops  
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First Latin American ISI Satellite Meeting on Small Area Estimation (SAE 2015)  
Organized by:  International Statistical Institute (ISI), the International Association of 
Survey Statisticians (IASS), the Sociedad Chilena de Estadística (SOCHE), the 
Instituto Nacional de Estadísticas (INE), the Ministerio de Desarrollo Social (MDS), 
and the Universidad Católica de Chile (Departamento de Estadística, Departamento 
de Salud Pública e Instituto de Sociología) 
Where:   Santiago, Chile 
When:   03.08.2015 to 05.08.2015 
Homepage:   http://www.encuestas.uc.cl/sae2015/index.html 

Welcome to the website of the First Latin American ISI Satellite Meeting on Small 
Area Estimation (SAE 2015), to be held at the Pontifical Catholic University of Chile 
on August 3-5 of 2015. 

The SAE 2015 conference is co-sponsored by the International Statistical Institute 
(ISI), the International Association of Survey Statisticians (IASS), the Sociedad 
Chilena de Estadística (SOCHE), the Instituto Nacional de Estadísticas (INE), the 
Ministerio de Desarrollo Social (MDS), and the Universidad Católica de Chile 
(Departamento de Estadística, Departamento de Salud Pública e Instituto de 
Sociología). 

  

For more information, please visit the homepage or contact sae2015@uc.cl. 
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2015 Joint Statistical Meetings  
Organized by:  American Statistical Association, International Biometric 
Society (ENAR and WNAR), Institute of Mathematical Statistics, Statistical Society of 
Canada, International Chinese Statistical Association, International Indian Statistical 
Association, Korean International Statistical Society, International Society for 
Bayesian Analysis, Royal Statistical Society, and International Statistical Institute 
Where:   Seattle, USA 
When:   08.08.2015 to 13.08.2015 
Homepage:   http://www.amstat.org/meetings/jsm/2015/index.cfm 

JSM (the Joint Statistical Meetings) is the largest gathering of statisticians held in 
North America. It is held jointly with the *American Statistical Association, 
*International Biometric Society (ENAR and WNAR), *Institute of Mathematical 
Statistics, *Statistical Society of Canada, International Chinese Statistical 
Association, International Indian Statistical Association, Korean International 
Statistical Society, International Society for Bayesian Analysis, Royal Statistical 
Society, and International Statistical Institute. Attended by more than 6,000 people, 
meeting activities include oral presentations, panel sessions, poster presentations, 
professional development courses, an exhibit hall, the Career Placement Service, 
society and section business meetings, committee meetings, social activities, and 
networking opportunities 

Seattle, Washington, the host city for JSM 2015, offers a wide range of options for 
sharing time with friends and colleagues or sightseeing with family. For information, 
contact meetings@amstat.org. 

The 2015 Joint Statistical Meetings will be held August 8–13, at the Washington 
State Convention Center, 800 Convention Place, Seattle, WA 98101. 

________________________________________________________________ 
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Fourth Baltic- Nordic Conference on Survey Statistics BaNoCoSS 2015  
Organized by:   University of Helsinki 
Where:    Helsinki, Finland 
When:    24.08.2015 to 28.08.2015 
Homepage:   https://wiki.helsinki.fi/display/banocoss2015/4th+Baltic-
Nordic+Conference+on+Survey+Statistics 
 
The Fourth Baltic -Nordic Conference on Survey Stati stics - BaNoCoSS -2015 - 
will be held on 24- 28 August 2015 in Helsinki, Finland.  
 
BaNoCoSS-2015 is a scientific conference presenting developments on theory, 
methodology and applications of survey statistics in a broad sense. 
 
The conference provides a platform for discussion and exchange of ideas for a 
variety of people. These include, for example, statisticians, researchers and other 
experts of universities, national statistical institutes, research institutes and other 
governmental bodies, and private enterprises, dealing with survey research 
methodology, empirical research and statistics production. University students in 
statistics and related disciplines provide an important interest group of the 
conference. 
 
BaNoCoSS-2015 is organized by the Baltic-Nordic-Ukrainian Network on Survey 
Statistics, University of Helsinki, Statistics Finland and The Finnish Statistical 
Society. 
  
  
_____________________________________________________________________ 
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RSS 2015 International Conference  
Organized by:  Royal Statistical Society 
Where:   Exeter, United Kingdom 
When:   07.09.2015 to 10.09.2015 
Homepage:   http://www.statslife.org.uk/events/annual-conference 
 
Location The Forum, University of Exeter, Exeter, Devon UK 
 
A feature of all RSS annual conferences is the breadth and variety of the programme 
of talks and workshops - and the 2015 conference is no different. There will be eight 
session streams appealing to theoretical and applied statisticians, data scientists and 
statisticians working in the public and private sectors, people working with data more 
generally and those with a general interest in the topic. 
Information about the RSS 2015 Conference is available from the conference 
website  
 
Confirmed plenary speakers include: Dame Julia Slingo, Scott Zeger, Peter Hall and 
Alberto Nardelli. 
Deadline for contributed talk submissions: 31 March 
Deadline for contributed poster submissions: 30 June 
Early registration discount closes 5 June 
 
Contact   http://www.rssconference.org.uk/ 
Organiser Name  Paul Gentry 
Email Address  conference@rss.org.uk  
Organising Group(s) Royal Statistical Society  
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EESW15, The Fourth European Establishment Statistics Workshop  
Where:   Poznan,  Poland 
When:   07.09.2015 to 09.09. 2015 
Homepage:   http://enbes.wikispaces.com/EESW15 

 
We invite you to a workshop aiming to provide a strong offering in latest results on 
methods and practices for producing business, economic and organisational 
statistics. The workshop gives the opportunity for official statistics methodologists, 
academic researchers and practitioners from the business sphere to interact with 
colleagues and exchange experiences on the topics of common interest, both 
through ample allocated discussion times and on the informal fringes of the 
workshop. The workshop covers best methodologies and practices for all stages of 
the statistical production process: specifying needs, designing sampling and 
estimation procedures, data collection instruments, building systems, collecting data, 
processing (including editing, imputation and estimation), analysis, dissemination, 
creating and using process data, quality measures, and so on. 
 
We especially invite contributions on new developments such as: 
• supra-national integration of business statistics 
• improving consistency of business statistics over unit types 
• design and maintenance of business registers from a statistical perspective 
• business profiling: process and effects 
• methodology for coordinated sampling frames 
• estimation based on the combination of surveys and administrative data 
• changes and trends in structure and organisation of businesses 
• business statistics and national accounts. 
 
Proposals addressing issues concerning statistical units are especially welcomed. 
 
�7�K�H���Z�R�U�N�V�K�R�S���Z�L�O�O���E�H���K�H�O�G���D�W���W�K�H���3�R�]�Q�D�����8�Q�L�Y�H�U�V�L�W�\���R�I���(�F�R�Q�R�P�L�F�V�����3�R�O�D�Q�G�����3�U�H�Y�L�R�X�V��
EESWs have been held in Stockholm in 2009, in Lausanne in 2011, and in 
Nuremberg in 2013. 
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Statistics and Demography:  the Legacy of Corrado Gini 
Organized by:  Italian Statistical Society 
Where:    Treviso, Italy 
When:   09.09.2015 to 11.09.2015 
Homepage:   meetings.sis-statistica.org/index.php/ginilegacy/ 
 
Statistics and Demography: the Legacy of Corrado Gini 
Treviso - Ca' Foscari University of Venice 
September 9, 2015 – September 11, 2015 

ORGANIZED BY: Italian Statistical Society (SIS), Ca’ Foscari University of Venice in 
collaboration with the Department of Statistical Sciences University of Padua. 

The Italian Statistical Society (SIS) promotes an international specialized statistical 
conference on the legacy of Corrado Gini. This conference is an occasion to 
investigate and to present themes of research in Statistics, Economics, Demography, 
Biology, Sociology and Official Statistics. 

CALL FOR PAPERS  

Statisticians, demographer, economists and sociologists are invited to participate to 
this conference by submitting a paper for an oral or poster presentation. 

The conference is structured into plenary sessions with general interest contributions 
and invited speakers, parallel sessions of specific interest, round tables and a poster 
session. 

After the SIS 2015 Meeting, a selection of extended papers will be published by :  
Studies in Theoretical and Applied Statistics - Selected Papers of the Statistical 
Societies – Springer 
Quality and Quantity – Springer 
Social Indicators – Springer 
Metron, journal founded by Corrado Gini – Springer 
Genus, journal founded by Corrado Gini – Springer 

The deadline for paper submission is the 25th of May 2015. 

General information: sis2015info@gmail.com 
 
 



















































 

 

INTERNATIONAL ASSOCIATION 
OF SURVEY STATISTICIANS 

 
 

CHANGE OF ADDRESS FORM 
 

 
If your home or business address has changed, please copy, complete, 
and mail this form to: 
 
IASS Secretariat Membership Officer 
Margaret de Ruiter-Molloy  
International Statistical Institute  
P.O. Box 24070, 2490 AB The Hague,  
The Netherlands  

 

Name:  Mr./Mrs./Miss/Ms.  _________________________  First name:   ____________________________  

 

E-mail address (please just indicate one):   _______________________________________________________  

May we list your e-mail address on the IASS web site? 

Yes  No  

 

Home address 

Street:   ___________________________________________________________________________________  

City:   _____________________________________________________________________________________  

State/Province:   ___________________________________  Zip/Postal code:   ________________________  

Country:   _________________________________________________________________________________  

Telephone number:   ________________________________________________________________________  

Fax number:   ______________________________________________________________________________  

 

Business address 

Company:   ________________________________________________________________________________  

Street:   ___________________________________________________________________________________  

City:   _____________________________________________________________________________________  

State/Province:   ___________________________________  Zip/Postal code:   ________________________  

Country:   _________________________________________________________________________________  

Telephone number and extension:   ____________________________________________________________  

Fax number:   ______________________________________________________________________________  

 

Please specify address to which your IASS correspondence should be sent: 

Home  Business  
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